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ABSTRACT

The purpose of this thesis is to analyze the behavior of customers within the
Online Food Delivery industry, through which it is proposed to develop a prediction
model that allows detecting, based on valuable active customers, those who will leave

the services of Alpha Corporation in the near future.

Firstly, valuable customers are defined as those consumers who have made at
least 8 orders in the last 12 months. In this way, considering the historical behavior of
said users, as well as applying Feature Engineering techniques, a first approach is
proposed based on the implementation of a Random Forest algorithm and, later, a

boosting algorithm: XGBoost.

Once the performance of each of the models developed is analyzed, and potential
churners are identified, different marketing suggestions are proposed in order to retain
said customers. Retention strategies will be based on how Alpha Corporation works, as
well as on the output of the predictive model. Other development alternatives will also
be discussed: a clustering model based on potential churners or an unstructured data
model to analyze the emotions of those users according to the NPS surveys. The aim of
these proposals is to complement the prediction to design more specific retention

marketing strategies.

KEYWORDS: machine learning, boost, xgboost, random forest, feature

importance, marketing, retention, churn prediction.



RESUMEN

El presente trabajo tiene la finalidad de analizar el comportamiento de usuarios
dentro de la industria de deliveries online, mediante el cual se propone desarrollar un
modelo de prediccion que permita detectar sobre la base de usuarios activos valorables
aquellos que abandonaran los servicios de Alpha Corporation en un proximo futuro. En
primera instancia, se definen como usuarios valorables aquellos consumidores que han
realizado por lo menos 8 Ordenes en los ultimos 12 meses. De esta manera,
considerando el comportamiento histdrico de dichos usuarios, como asi también
aplicando técnicas de Feature Engineering, se propone una primera aproximacion
basada en la implementacion de un algoritmo de Random Forest y, posteriormente, un

algoritmo de boosting: XGBoost.

De esta manera, una vez que se analiza la performance de cada uno de los
modelos desarrollados y se logran identificar aquellos potenciales churners, se
propondran diferentes sugerencias de marketing con la finalidad de retener a dichos
usuarios. Las estrategias de retencion se basaran en como funciona Alpha Corporation
acompanado por el output del modelo predictivo. También se sugerird otras
alternativas de desarrollo que complementen la prediccidn para disefiar estrategias mas
puntuales: un modelo de clusterizacion sobre la base de potenciales churners o un
modelo de datos no estructurados para analizar las emociones de aquellos usuarios

segun las encuestas NPS.

Palabras claves: machine learning, boosting, xgboost, random forest, feature

importance, marketing, retention, churn prediction.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

As we all know, smartphone technology has played a big role in revolutionizing
the food delivery service, turning a simple phone call into a completely huge online
experience when ordering. Technology has also prompted companies to understand
and get to know their customers better: not only by being aware of their personal
preferences but also trying to explain the reasons why certain users stop using their
delivery services. Convenience should be the best word to describe why people choose
this type of service as it is the biggest appeal to consumers. Only a few personal
information disclosure steps are required when it comes to placing an order, followed
by some clicks on the mobile device you are using, choosing your payment method
(whether cash or debit) and, by the time you have set the table, your delivery order will

be waiting for you by the door.

The demand of Online Food Delivery Service (OFDS) has been growing
incredibly fast in the past few years, reaching its highest peak this year as a result of the
global COVID-19 pandemic. From a business perspective, restaurant owners would
grab opportunities that are viewed as a new way of revenue generation. As mentioned
above, consumer preference is the main motivating factor for business owners to engage

with online delivery and, the idea of counting with a service like this makes them aware
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of how powerful and helpful this tool is for their business to remain competitive in the

market.

The foodservice market size in Argentina was estimated to grow 21 percent from
2018 to 2022, a percentage three times higher than the estimated one for Brazil and Chile
over that same period of time. In Colombia and Peru, the market size of this industry
could increase up to six percent, while foodservice in Mexico could register a market
size growth of four percent during the same period. For 2020, it was estimated that the
foodservice industry in Latin America would generate 264 billion U.S. dollars'.
However, as is known, the world was turned upside down by the outbreak of
COVID-19. With people confined in their homes, food delivery has been even more
critical in supporting the foodservice industry. Both Argentina and Brazil, the top
online food delivery markets in Latin America, saw an increase in the use of delivery

platforms.

In the present research, we will focus on the Argentinian market, and we will
analyze a business issue that affects one of the top OFDS market players which, from
now on, we will refer to as “Alpha Corporation" to preserve confidentiality. After the
COVID-19 outbreak in Argentina, the number of Alpha Corporations” app downloads

grew by 126 percent compared to the same period of 2019.”

Even though the company under analysis is strengthening its position as top
market player, counting with almost 90% of restaurants and stores provided with its
own logistic network, market competition has become tougher and more intense in the

past few years, especially since stay-at-home orders were issued and the lockdown

' Based on Statista Dossier, Online food delivery in Latin America. (2020)

* These results were obtained by an outsourced consultant hired by the company under-analysis. The whole
document is not allowed to be shared.
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began. For that reason, customer retention now became Alpha Corporation’s number
one concern. Alpha now needs to focus on keeping its customers happy and improving
its retention rate. If customers are unhappy, they will not just stop using the service, but
they will leave the company for one of its competitors and that is the last thing the
business needs in the current context. Thus, Alpha Company should be very careful of
customers moving to the competitors now during the pandemic when usage frequency
is high because there is a lot of academic evidence that “habits” stick and its customers
will not switch back once they get used to their competitors' services. Besides, there is a
lot of academic research showing that gaining customers' back when they leave is way

harder than getting new ones. **

Growth rate of the foodservice market in selected countries in Latin America between
2018 and 2022
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Argentina Brazil Chile Colombia Peru Mexico

Fig 1.1 Latin America: Foodservice market size growth 2018/22 - Forecasting

® Frederick Newell, Martha Rogers. Loyalty.Com: Customer Relationship Management in the New Era of Internet Marketing
(2002)
4 Rajat Paharia. Loyalty 3.0: How to revolutionize Customer and Employee Engagement with Big Data (2013)
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1.2 PROBLEM & OBJECTIVES

Based on what was mentioned above, the problem to be solved is not only
related to the idea of detecting customers who intend to leave Alpha Corporation, but
also trying to understand their motivations to exit the relationship by clustering them
into different groups. The solution will require Machine Learning concepts as well as
Marketing and Consumer Behavior notions.

The first part of the thesis will be dedicated to the analytical side and will consist
of developing the churn prediction model and, once the customers most likely to exit
the relationship are identified, the second part of the thesis will be presented which is
related to the managerial side, and it will be dedicated to developing and analyzing the
effectiveness of different marketing and retention strategies targeted to the potential

churners that were identified in the analytical part.

1.3 EXPECTED OUTPUT

Hence, the expected output will consist of:
° A predictive model that will be mainly concerned with forecasting how

Alpha Corporation’s customers will behave in the future (whether they will exit the

relationship or not) by analyzing their past behavior.
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° Once the model is executed and flags customers who are more likely to
churn, a variety of marketing and retention strategies will be discussed, determining

which ones would be better suited to try and retain those potential churners.

° Some other suggestions are also proposed that go beyond the scope of this
thesis, but that can be complemented to obtain a more straightforward output based on

the initial predictive model developed.

] Last but not least, if the company agrees to collaborate, an experiment will
test the efficacy of the retention strategies proposed above (i.e., treatment), comparing
the effects of a treated cluster member with one that has been randomly assigned to the

control group.

1.4 METHODOLOGY

To begin with, it is necessary to define what valuable users and churn mean to
Alpha Corporation. Specifically, Alpha considers users to be waluable if they have
ordered at least 8 times since they created their account. Therefore, for the purpose of
our research question, valuable customers who intend to leave are those who placed orders
recently but do not order again within the following 60 days (2 months). As such, we
plan to analyze the historical data related to each valuable user to try and predict
whether he/she will leave or not within the following 2 months. In order to do so, Alpha
Corporation granted us permission to analyze the information contained in the full

company database. We will have access to a dataset comprising 77 variables and more
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than 80.000 observations. Based on our research question, we provide an overview of

some variables we can use for the analyses in the table below.

However, we will not limit our inquiry to the variables that are theoretically
relevant. In order to make use of the majority of the information contained in the
dataset, we intend to also extract features from raw data via data mining techniques

(i.e., feature engineering).

Once a more comprehensive set of variables is selected, we will run our
predictive model and analyze the output to define different typologies of customers that
are likely to leave the company. After the potential churners are identified we will
qualitatively analyze them to provide a series of marketing strategies to retain those

users.

Finally, if feasible, we would like to conduct an experiment (e.g., A/B test) by
randomly assigning potential churners to either the treatment or control group. The
strategies we propose in the previous step will then be implemented with the treatment
group, thus enabling us to test whether they will prevent churn in that specific cluster
by means of comparing churn rates between the control and treatment groups. If our
strategy is effective, the churn rate for the treatment group will be lower than that of the

control group.
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CHAPTER 2

DATA

All data used for the development of this thesis has been provided by Alpha
Corporation under a non-disclosure agreement, in which it was requested not to
mention the company’s real name as well as modifying some sensitive inputs related to

its clients and business strategies.

For the purpose of our research, it was decided to work with the following
datasets in order to identify those features that will allow us to predict those valuable
customers, who have placed more than eight orders within the last year, but do not

order again in the following 60 days.

2.1 DATASETS

2.1.1 LOGISTIC DATASET

This dataset contains information related to the management of the flow of
orders between the point of origin (customer placing an order) and the point of
consumption (rider arrives at customer’s place). Some features that allow us to check

whether they meet the requirements of valuable customers or not, are shown below.

° Logistic Delivery on Last Order [boolean]: Whether the customer’s last

order was delivered by Alpha’s own logistic (1) or not (0).
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° Avg Delivery Time [numeric - minutes]: Average time it took to deliver
each order from the moment the rider picked it up at the restaurant to the moment it

was finally delivered.

° Avg Order Delay [numeric - minutes]: Average time difference between

promised delivery time and actual delivery time.

° Avg Restaurant Delay [numeric - minutes]: Average time difference

between the scheduled pickup time and the actual pickup time.

° Avg Accepting Time [numeric - minutes]: Average time lag between the

customer placing an order and the restaurant confirming it.

. Avg Distance [numeric - meters]: Average distance in meters from the

pickup spot to the delivery point.

° % Order Delay [numericl: Percentage of total orders whose actual delivery

time was longer than the promised one, over the total orders placed by the customer.

. % Restaurant Delay [numeric]: Percentage of total orders whose actual
pickup time was longer than the scheduled one, over the total orders placed by the

customer.

. % Accepting Delay [numeric]: Percentage of total orders whose time
between the customer placed an order and the restaurant confirmed it is longer than 5

minutes.
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2.1.2. FINANCIAL DATASET

This dataset contains information corresponding to the financial details of each
order, indicating how well the company is doing regarding generating revenue and
profits. Some features that allow us to verify what was mentioned before are shown

below.

° % Orders Online Payment [numeric]: Percentage of confirmed orders with

online payment over confirmed orders by customer.

° Avg Check-out size [numeric - local currencyl: Average Order Value, net of

discounts. Total paid by a customer divided by total confirmed orders.

° Avg Check-out size with discounts [numeric - local currency]: Average
Order Value, including discounts. Total orders amount placed by a customer over total

confirmed orders.

. Total Alpha Subsidy [numeric - local currencyl: Total discount applied to

an order that is paid by the company.

. % Subsidized Orders [numeric]: Percentage of confirmed orders with a

discount applied over total confirmed orders.
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2.1.3 SESSIONS DATASET

This dataset contains information regarding different metrics that allow the
company to monitor and evaluate its customers' behavior. Some of the analyzed

features are presented below.

° Sessions [numeric]: Total number of times a user logs in the app or visits

the website. We consider the last 30 sessions for each customer.

° Avg Sessions Difference [numeric]: Average days between one session and

the following one (within the last 30 days).
° Sessions Stddev [numeric]: Sessions Standard Deviation.

° Sessions Slope [numeric]: Describes both the direction and the steepness of

the sessions' evolution over time.

° Days without Session [numeric]: Days without logging in or visiting the

app since the query was actually run.

] Avg Session Time [numeric]: Average time spent by the customer in the

app or visiting the website.

° Avg Session Time when No Transaction [numeric]: Average time spent by

the customer in the app or visiting the website when no order was placed.

° Avg Session Time when Transaction [numeric]: Average time spent by the

customer in the app or visiting the website when an order was placed.

° % Sessions Restaurant [numeric]: Percentage of sessions in which the

customer visited only the category “restaurants”.
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] % Sessions Others [numeric]: Percentage of sessions in which the

customer visited a different category other than “restaurants”.

° Avg Hits [numeric]: Indicates the average amount of clics made by an user

within the app or website.

2.1.4 HISTORICAL O-REGISTRY DATASET

This dataset contains information regarding the amount of orders placed by
users during each month. We would like to check whether the amount of previous
orders helps us predict whether certain users do not order again in the following two
months. For that reason, two features have been chosen to be part of the predictive

model.

° orders_m_nl [numeric]: Total amount of orders placed by the user a

month prior the query is run.

° orders_m_n2 [numeric]: Total amount of orders placed by the user two

months prior to the query is run.

=  RUNNING QUERY

o l

redicte
< Chum / No
Chum?
l Y

orders_m_nz2 orders_m_nl

Fig 2.1 Simplified Data Diagram for Prediction
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2.1.5 CATEGORY DATASET

This dataset reflects different aspects related to an order: date, time tier or

vertical. Some features used to predict Churn are listed below.

° % Weekdays Orders [numeric]: Total orders placed from Monday to

Thursday over total confirmed orders.

° % Weekends Orders [numeric]: Total orders placed from Friday to Sunday

over total confirmed orders.

L % Orders Morning [numeric]: Total orders placed from 7 am to 11 am over

total confirmed orders.

° % Orders Lunch [numeric]: Total orders placed from 11 am to 4 pm over

total confirmed orders.

] % Orders Afternoon [numeric]: Total orders placed from 4 pm to 9 pm

over total confirmed orders.

° % Orders Noon [numeric]: Total orders placed from 9 pm to 7 am over

total confirmed orders.

° % Orders Other Categories [numeric]: Orders from a different category

than “restaurants” over the total amount of confirmed orders.

° % Orders Coffee [numeric]: Orders from category “Coffee” over the total

amount of confirmed orders.

. % Orders K [numeric]: Orders from a certain type of restaurants which

have an agreement with Alpha Company.
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2.1.6 DATASETS SUMMARY

Below is a table that summarizes the variables mentioned above, as well as which

department they belong to.

BELONGS TO VARIABLE NAME TYPE
Logistic Delivery on Last Order Boolean

Avg Delivery Time Numeric

Avg Order Delay Numeric

Avg Restaurant Delay Numeric

LOGISTICS Avg Accepting Time Numeric
Avg Distance Numeric

% Order Delay Numeric

% Restaurant Delay Numeric

% Accepting Delay Numeric

% Orders Online Payment Numeric

Avg Check-out size Numeric

FINANCIALS Avg Check-out size with discounts Numeric
Total Alpha Subsidy Numeric

% Subsidized Orders Numeric

HISTORICAL orders_m_nl Numeric
O-REGISTRY orders_m_n2 Numeric
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Sessions Boolean

Awvg Sessions Difference Numeric

Sessions Stddev Numeric

Sessions Slope Numeric

Days without Session Numeric

SESSIONS Avg Session Time Numeric
Avg Session Time when No Trans. Numeric

Session Time when Transaction Numeric

% Sessions Restaurant Numeric

% Sessions Others Numeric

Avg Hits Numeric

% Weekdays Orders Numeric

% Weekend Orders Numeric

% Orders Morning Numeric

% Orders Lunch Numeric

CATEGORY % Orders Afternoon Numeric
% Orders Noon Numeric

% Orders Other Categories Numeric

% Orders Coffee Numeric

% Orders K Numeric

Table 2.1 Simplified Data Diagram for Prediction
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2.2 KPI CALCULATION

e Order Late [numeric - percentage]: Represents the percentage of the total orders
that have been delivered in a time greater than the one promised through the app

or the website.

Orders whose delivery time was longer than the promised one
Total confirmed orders by customers

Order Late =

e Restaurant Late [numeric - percentage]: Represents the percentage of the total
orders that have been picked up at the restaurant/vendor in a time greater than

the one promised through the app or the website.

Orders whose actual pickup time was longer than the scheduled one
Total confirmed orders by customers

Restaurant Late =

e Accepting Late [numeric - percentage]: Represents the percentage of the total
orders that have been accepted by the restaurant/vendor in a time greater than

five (5) minutes through the app or the website.

Orders whose time between it was placed and confirmed is longer than 5 minutes

Accepting Late =

Total confirmed orders by customers
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e Online Payment Rate [numeric - percentage]: Represents the percentage of the
total orders that have been paid online with debit, credit or Alpha's coins over

the total orders confirmed by customers through the app or the website.

Orders paid online (debit, credit or Alpha's coins)
Total confirmed orders by customers

Online Payment Rate =

o Subsidized Rate [numeric - percentage]: Represents the percentage of the total
orders that have been subsidized by Alpha Corporation through the app or the

website.

. g Placed orders with a discount (voucher or subsid
Subsidized Rate = : ( Y)
Total confirmed orders by customers

o Sessions Restaurant Rate [numeric - percentage]: Represents the percentage of
the total orders that have been placed within the category Restaurant through the
app or the website.

Orders placed in "Restaurant" category
Total confirmed orders by customers

Sessions Rest. Rate

e Sessions Other Rate [numeric - percentage]: Represents the percentage of the

total orders that have been placed within a category other than Restaurant
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through the app or the website. Some examples: pharmacy, cafeterias,

supermarkets, etc.

Sessions Other Rate = 1 — Sessions Rest. Rate

o K Rate [numeric - percentagel: Represents the percentage of the total orders that

have been placed at a K restaurant through the app or the website.

Orders placed at a "K" restaurant 5
Total confirmed orders by customers

K Rate =

o Tier Time [numeric - percentage]: Represents the percentage of the total orders
that have been placed during a certain period of time (morning, lunch, afternoon,

noon) through the app or the website.

Orders placed during morning / lunch / afternoon / noon
Total confirmed orders by customers

Tier Time =

o Avg Hits [numeric - percentage]: The total number of clicks on the website and

the app, over the number of total sessions..

Total clicks on website [/ app
Total sessions

Avg Hits =

® “K” restaurants are those who have an exclusive agreement/contract with Alpha Corporation.
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CHAPTER 3

THEORETICAL FRAMEWORK

The current chapter consists of four sections. The first one introduces basic
concepts related to Customer Relationship Management (CRM) whereas the second
segment explains how different Machine Learning and Data Mining techniques have
contributed to its development nowadays. Meanwhile, section number three explains
the impact and importance of analyzing and monitoring customer churn rates in the
OFDS industry. Finally, the last section of this chapter describes the Machine Learning
models and techniques most commonly used to analyze customer churn in the OFDS

industry, some of which, will be used in the present work.

3.1 CRM: BRIEF INTRODUCTION

The essence of customer relationship management (CRM) is understanding
customer needs and leveraging that knowledge to improve a company’s long-term
profitability. When successfully deployed, CRM can have a dramatic effect on

bottom-line performance.’

When it comes to Customer Relationship Management there are three building
blocks that coexist indistinctly. The first building block is an understanding of customer

decision-making: almost 85 percent of all buying decisions have an emotional

¢ Anne Stringfellow, Winter Nie, David Bowen. CRM: Profiting from understanding customer needs. (2004)
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component, thus according to Tehrani’ understanding customers’ emotional needs is
vital for predicting and influencing their purchasing behavior. In fact, there is a huge

difference between knowing about customers and actually knowing the customers.

The second building block is customer information. As discussed by
Hennig-Thurau and Hansen® the information presently collected for CRM may be
divided into three categories. Personal information, such as customer demographics, is
useful in basic customer segmentation and for selecting advertising media. Customer
history is a record of purchase transactions and such non-purchase transactions as
complaints and service records. Profitability information expands on customer history by
permitting the estimation of customer lifetime value. The most important category,
customers’ deep-seated needs, is often ignored, but such information can provide

crucial insights into what drives customers” decision-making processes.

Finally, the third building block is information-processing capability. CRM
systems need to integrate information from multiple sources and across different
functions. Data must be organized by customers so that decisions can be made at the
single customer or customer segment level. Fast processing allows for the information
to be used in real-time (e.g., point-of-contact decision-making). For example, Alpha
Company believes that the micro-segmentation of its customers is essential for
identifying and keeping its most valuable customers. When a customer reaches the
contact center complaining over a delivery, the full history of the account appears on
the computer screen, and information on general customer characteristics and spending
tendencies is available to guide the representative on how to “retain” that customer:

offering a voucher, a discount, replacing the order again or offer a refund.

" Tehrani, Nadji. The essence of CRM success: Customer Interaction Solutions. (2002)

® Thorsten Hennig-Thurau. Relationship Marketing. (2000)
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Some other authors like Olafsson, Li and Wu’ believe that a valuable customer is
usually dynamic and that the relationship evolves and changes over time. Thus, a
critical role of CRM is to understand this relationship by studying the customer
life-cycle (lifetime) which refers to various stages of the relationship between customer
and business. This allows us to design models which predict more accurately those

valuable customers who may stop placing orders in the near future.

The life cycle of customers is the base to maintain the business and consists of

four main steps which are shown below. *

Customer
Customer

Customer S Customer .
Development

R . Retention with
Identification Attraction -

W

Churn Analysis

Fig 3.1 CRM cycle steps.

1. Customer Identification: This is the first step of the CRM framework. The
objective of this step is to identify your target or prospect, a customer that is

associated with classification or segmentation.

2. Customer Attraction: In this step, identified target customers are prioritized by

providing them resources in order to attract them.

3. Customer Retention: Focus of the activities and actions realized to fulfill the
customer expectations and satisfaction for maintaining the customer. Various
loyalty programs, promotional schemes and complaints management are key

elements to retain customers.

? Olafsson, Li, Wu. Operations research and data mining. (2008)

' Sabbeh SF. Machine-learning techniques for customer retention. (2018)
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4. Customer Development: This step is related to enhancing transaction amount,

business value, and specific customer effectiveness. The foremost features of
customer development are customer lifetime, value analysis, and

up/cross-selling.

All through our research we will be focusing on the third step of the CRM Cycle:
Customer Retention as the objective of this thesis is to conduct a Customer Churn
Analysis. All of this is closely related to loyalty and customer retention rates because an
adequate study of churn and customer retention can help companies increase their ratio

of valuable lifetime customers.

3.2 ML CONTRIBUTIONS TO CRM

Nowadays, lack of data is no longer a problem, but the inability to extract useful
information from the dataset is. Due to this amazingly increase in the amount of data,
many companies (including Alpha Corporation) have developed a greater dependency
on statistical methods as a way of extracting useful information from different sources.
These statistical methods provide a structured and organized way of looking at data
and have been the base for developing new techniques and tools to transform data into

useful information and knowledge: manually and automatically.

As mentioned above, these advances in Information Technology (IT) have made
dramatic improvements in information-processing capabilities while data integration
problems have been addressed through the use of data warehouses. Machine Learning

techniques are used to improve the customer relationship. The research in Artificial
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Intelligence (AI), Machine Learning (ML), Deep Learning, and Data Mining (DM)
presented various excellent market algorithms and techniques to process customers'
needs and discover diverse approaches and techniques for creating an operative CRM

to fulfill those needs and requirements."

Data is the main source of Machine Learning and Data Mining: on one side, DM
discovers useful patterns and knowledge in the data, whereas ML comprises the
algorithm that improves the automation without explicit program through experience
based on data. As mentioned above, the basic goal of CRM is to help companies to
understand customers' needs, streamline the processes and improve the profitability. A
well-defined CRM system can be based on a customer segmentation strategy,

identifying those who may be lost through the following months.

The application of ML and DM tools in CRM is an emerging trend in the global
economy, since most companies -including Alpha- try to analyze and understand their
consumer behaviors and characteristics for developing a competitive CRM strategy. The

broad application of these techniques falls over two major categories:

e Descriptive: Increases the understanding of historical data and its content. Some

techniques might be related to association analysis or data visualization

e Predictive or Perspective: Focuses on forecasting and devising. Orientates the

decision process. Some examples might be related to classification models,

regression or forecasting.

"' Ngai EW, Xiu L, Chau DC. Application of data mining techniques in customer relationship management (2009)
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3.3 IMPACT AND IMPORTANCE OF
CUSTOMER CHURN IN THE OFDS INDUSTRY

Tanneedi'” pointed out that customer churn has become a dreadful problem for
the Online Food Delivery Service (OFDS) industry since customers never have a
second thought to leave if they do not exactly get what they are expecting. The study
emphasized that Big Data Analytics with Machine Learning are considered effective as

means for identifying churn.

On the other hand, Almana'® mentioned that the most complicated issue that this
type of industry faces is customer churn. To effectively deal with the churn prediction
challenge, the current study has used Machine Learning algorithms along with Data
Mining tools. An effort in retaining existing customers could result in a considerable
growth in profits as well as revenues. The necessity of retaining old customers calls for
rigorous prediction of customer churn algorithms which are both precise and
understandable. The study figured out certain factors that may impact customers to
churn: customer loyalty is another factor which can be defined by quality of service and
customer service delivered by Alpha company. Issues such as delivery late, canceled

orders or mistaken orders might impact customers to switch to the competitors.

Today users will not think twice before switching if they do not get what they
strive for, which is referred to as churning in Alpha. Customer churning is strongly

associated with customer satisfaction. As the expenditure of gaining a new customer is

"2 Tanneedi, Naren Naga Pavan. Customer Churn Prediction Using Big Data Analytics (2016)

* Almana, Amal. A Survey On Data Mining Techniques (2014)

34



comparatively far higher than the expenditure of keeping an old one, OFDS have now

changed their center of attention from acquisition of a customer to retention of itself.

Thus, Zineldin' pointed out that as a result of the fast development of this sector,
the delivery providers are in position to progress towards extension of the subscriber
base. To address the demand of retention in the competitive market, the retention of
on-hand customers has become a complicated task and emphasized that it is important
for Delivery Companies to have a churn prediction model in order to prevent their
users from moving to other operator services. Consequently, the underlying principle of
this study is to develop the customer churn prediction model. Machine learning can
possibly be the sort of tool which could help delivery companies in churn prediction
models. Machine learning is a kind of artificial intelligence tool which gives the
capability to let computers learn the algorithm instinctively without human

contribution.

The current study makes an effort to predict Alpha’s customer churn employing
Big Data analytics. Statistical analyses and machine learning applications such as
Decision Trees or applications like XGBoost have been used over all the datasets
mentioned above. The training data is used to develop classifiers employing machine
learning techniques. Collecting knowledge from Alpha’s database could contribute to
predicting the level of involvement of the customers as to whether they are likely to

leave the company or not.

* Mosad Zineldin. The royalty of loyalty: CRM, quality and retention (2017)
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3.4 APPLIED ML TECHNIQUES

In simple words, ML is about predicting the future based on historical data,
using a remarkable technique that gets better with time as it learns about the customer’s
profile, its retention and establishing a lifetime value. The role of ML techniques is
excellent in CRM due to its predictive analytics capabilities - while the conventional
perspective of CRM offers only a simple perception about users” data patterns based on
the past or even present data, ML tools allows you to stay one step ahead: developing a

predictive model that learns continuously and gets better with time.

3.4.1 SUPERVISED LEARNING

Supervised machine learning algorithms are designed to learn by example. The
name supervised learning originates from the idea that training this type of algorithm is

like having a teacher supervise the whole process.

When training a supervised learning algorithm, the training data will consist of
inputs paired with the correct outputs. During training, the algorithm will search for
patterns in the data that correlate with the desired outputs. After training, a supervised
learning algorithm will take in new unseen inputs and will determine which label the
new inputs will be classified as based on prior training data. The objective of a
supervised learning model is to predict the correct label for newly presented input data.

Therefore, supervised learning can be split into two subcategories: Classification and

regression.
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3.4.1.1 CLASSIFICATION

During training, a classification algorithm will be given data points with an
assigned category. The job of a classification algorithm is to then take an input value

and assign it a class, or category, that it fits into based on the training data provided.

In this thesis, the model development will be based on classification as it aims to
determine if a customer will churn or not. With two classes to choose from (churn, or
not churn), this problem is called a binary classification problem. The algorithm will be
given training data with customer historical behavior that are both churn and not
churn. The model will find the features within the data that correlate to either class and
create the mapping function: Y = f(x). Then, when provided with an unseen customer,
the model will use this function to determine whether the user will churn (or not) in the

near future.

Thus, classification issues can be solved with numerous algorithms. Whichever
algorithm is selected to use depends on the data and the situation. Some popular

classification algorithms are presented below."

Linear Classifiers

e Support Vector Machines
e Decision Trees
e K-Nearest Neighbor

e Random Forest

' Bramer, Max. Principles of data mining. Vol. 180. (2007)
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Fig 3.2 Classification example based on two labels: male and female

3.4.1.2 REGRESSION

Regression is a predictive statistical process where the model attempts to find the
important relationship between dependent and independent variables. The goal of a
regression algorithm is to predict a continuous number such as sales, income, and test

scores.

For simple regression problems such as this, the model's predictions are
represented by the line of best fit. For models using two features, a plane will be used.

Finally, for a model using more than two features, a hyperplane is required.

Although a regression is not required for the development of the model of this
thesis, the following case can be analyzed to understand the operation of the second

aspect in supervised learning. In the case of determining a student’s test grade based on
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how many hours they studied the week of the test, the following data is plotted with a

line of best fit.

There is a clear positive correlation between hours studied (independent
variable) and the student’s final test score (dependent variable). A line of best fit can be
drawn through the data points to show the model's predictions when given a new
input. In this case, for example, it can be predicted how well a student would do with
five hours of studying. by using the line of best fit to predict the test score based on

other students' performances. '°
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Fig 3.3 Regression example based on hours studied and grade

There are many types of regression algorithms. The three most common are

listed below:

e Linear Regression
e Logistic Regression

e Polynomial Regression

16 Aidan Wilsom. A Brief Introduction to Supervised Learning (2019) - Article available here
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3.4.2 UNSUPERVISED LEARNING

In those cases when data does not have any special designated attribute it is
called wunlabelled, and techniques that are applied in these cases are known as
unsupervised learning. The aim is simply to extract the most information possible from

the data available.

Sometimes the aim of the research is to use a training set to find any relationship
that exists amongst the values of variables, and this is commonly known as association
rules. There are a lot of possible association rules derivable from any type of dataset,
and most of them have little or no value at all, so it is important to bring some

additional information indicating how reliable those association rules are.

On the other hand, there are some clustering algorithms that examine data and
find groups that are similar. Given a set of data points, it is possible to apply clustering
algorithms to classify each data point into a specific group, and those data points that
are part of the same group should have similar characteristics and properties, while

data points in different groups should have highly dissimilar properties and features.

At the end of this thesis, some suggestions will be proposed which involve a
clustering model development to gain some valuable insights from the churn data by
observing in which groups the data points fall into when applying clustering
algorithms and, based on those groups, being capable of designing different marketing

retention strategies for Alpha Corporation.
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CHAPTER 4

EXPLORATORY ANALYSIS

How to choose the most suitable algorithms for your data set and how to define the
feature wvariables that can potentially be used for the ML model? The Exploratory Data
Analysis (EDA) answers this question: it is an approach for visualizing, understanding

and summarizing the important characteristics of a certain dataset.

EDA is used by data scientists to analyze and investigate datasets and
summarize their main characteristics, often employing data visualization methods. It
helps determine how best to manipulate data sources to get the answers you need,
making it easier for data scientists to discover patterns, spot anomalies, test a
hypothesis, or check assumptions. It is primarily used to observe what data can reveal
beyond the formal modeling or hypothesis testing task and provides a better
