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Abstract

Standard property rights theory (whether static or dynamic) assumes assets are

specific, but once this assumption is in place, the level of asset specificity has no bearing

on the make-or-buy decision. While there are good reasons to doubt the universality of

transaction cost economics’ prediction that the more specific the asset, the more likely

is vertical integration to be optimal, this is an issue that cannot be addressed within

the existing property rights framework.

In this paper the level of asset specificity matters for the integration decision, even

in the static version of the model, and this result emerges naturally once an equally

reasonable bargaining protocol is considered. To show this, we take Baker, Gibbons,

and Murphy’s (2002) relational contracting model, and use it as the vehicle for the

analysis. Changing the bargaining protocol assumed by those authors results in a

model in which the integration choice is affected in a non-trivial way by realized asset

specificity.
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1 Introduction

The basic idea that contracts are incomplete, and that, for this reason, the ex post allocation

of power (or control) matters has been pervasive in economic thought at least since Simon’s

(1951) model of the employment relationship. The allocation of residual control rights over

assets, in particular, has received a great deal of attention since the seminal work of Grossman

and Hart (1986) and Hart and Moore (1990). These authors pioneered what is now called the

property rights approach, which is probably best presented in Hart’s (1995) book. The first

models in this literature were concerned with one-shot relationships, but subsequent work

beginning in the late 90s (Garvey, 1995; Halonen, 2002; Bragelien, 2002; Baker, Gibbons,

and Murphy, 2001, 2002) has brought dynamic concerns into the picture, thus enriching the

predictions of the property rights framework.

Contractual incompleteness necessitates ex post bargaining to allocate the surplus gen-

erated by the relationship; standard property rights theory (whether static or dynamic)

typically uses the Nash bargaining solution at this point, a solution that assigns each party

her disagreement payoff plus half of the surplus created.1 Models in this tradition assume

assets are specific, although the meaning of this assumption is typically very different from

that envisioned by transaction cost economics: Marginal, not total, returns determine in-

vestments in a property rights theory of the firm, and for this reason the level of asset

specificity has no bearing on the make-or-buy decision.2 This is unsatisfactory: Common

sense suggests that such differences would matter for the comparison of optimal governance

structures.3 For instance, the level of specificity is a primary concern of transaction cost

economics, and a point repeatedly stressed by this literature is that the more specific the

asset, the more likely is vertical integration to be optimal.4 Although there are good reasons

to doubt the universal validity of this prediction, this is an issue that cannot be properly

1Exceptions are the static models of Chiu (1998) and de Meza and Lockwood (1998).
2As long as it does not affect marginal returns.
3Holmstrom (1999, p. 86) also made this point: “Another potential problem for property rights models

is the interpretation of asset specificity. ... There can be arbitrary amounts of asset specificity without any

effect on the optimal distribution of assets”. See also Holmstrom and Roberts (1998).
4Williamson (1985) provides a thorough discussion of the role of asset specificity. Moreover, the empirical

literature has almost exclusively focused on this (see the discussion in Whinston, 2003).
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addressed within the existing property rights framework.

In this paper the level of asset specificity matters for the integration decision, even in

the static version of the model, and this result emerges naturally once an equally reasonable

bargaining protocol is considered. To show this, I will borrow the basic setup from Baker,

Gibbons, and Murphy (2002; BGM hereinafter), and use it as the vehicle for the analysis.

Changing the bargaining protocol assumed by those authors will result in a model in which

the predictions regarding the boundaries of the firm are contingent on the level of asset

specificity. As a by-product, I will provide a check on the robustness of their results on the

theory of the firm.

BGM develop a model of relational contracts both between and within firms, and show

how different governance structures affect the parties’ temptations to renege on a given

agreement. BGM follow the property rights theory in taking asset ownership to be the

defining characteristic of integration,5 but they make use of a multi-task environment akin

to that of Holmstrom (1999). They thus add a new perspective to the literature dealing with

the hold-up problem under relational contracting.6

In BGM’s model, an upstream party uses an asset to produce a good that is both valuable

to a downstream party (with value Q) and in an alternative use (P ). The asset is specific

in the sense that Q > P . Nothing in BGM’s results, however, depends on the level of asset

specificity,7 i.e. all their results hold as soon as Q − P > 0, irrespective of how large the

difference is.

Since Q > P , and given some noncontractibility assumptions, under non-integration

there is bargaining over the ownership of the good. BGM use the axiomatic Nash bargaining

solution. This is consistent with the limiting equilibrium outcome of Rubinstein’s (1982)

alternating offers game in a setting in which each party is receiving a per-period payoff (an

5The usual cautionary note with respect to this definition of ownership applies here. A discussion of this

issue falls out of the scope of this paper. The interested reader can check, for instance, Holmstrom and

Milgrom (1994), Holmstrom and Roberts (1998), Rajan and Zingales (1998) and Whinston (2003).
6The traditional reference list on the hold-up literature includes Williamson (1975, 1985), Klein, Crawford,

and Alchian (1978), Grossman and Hart (1986), and Hart and Moore (1990). On the hold-up problem under

relational contracting see Garvey (1995), Halonen (2002), and Bragelien (2002).
7Measured here by the difference Q− P .
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“inside option”) while bargaining continues; these payoffs are given up once agreement is

reached. We can think of a situation where there is a spot market for the good in which the

upstream party continues to trade at price P while bargaining with the downstream party.

I consider here an equally plausible situation in which the upstream party must quit

bargaining with the other party in order to sell the good in the spot market (which then

constitutes an “outside option”). The predicted outcome is now that each bargainer gets

half of the “pie”, unless this gives one of them strictly less than her outside option (in

which case she must receive her outside option, the other party receiving what is left).8 De

Meza and Lockwood (1998) and Chiu (1998) use this bargaining environment and show that

some of the basic lessons from property rights models can be reversed, but they consider

only static relationships,9 while here we will consider also repeated-game versions of the

model. Garvey (1995) and Halonen (2002) also analyze the implications of dynamics for the

predictions of traditional property rights models, although they do not investigate alternative

bargaining environments, nor the role of the level of asset specificity. Moreover, there is no

uncertainty over the value of the relationship in any of these models, whereas here Q and P

will be random variables whose distributions will depend on actions taken by the upstream

party. Blonski and Spagnolo (2004) show that some of the predictions of Garvey, Halonen,

and BGM can be overturned, but they keep the usual Nash solution and focus instead on

optimal strategies.

Here, I first get a model were the level of asset specificity matters, in that it determines

the outcome of the bargaining process:10 the upstream party’s outside option will not bind

as long as the degree of asset specificity is high enough. Then I derive some results about the

issue of the boundaries of the firm; some of these cannot be deduced from BGM’s framework,

while others will either confirm or modify some predictions of their paper. That the level of

8Binmore, Shaked and Sutton (1989) provide experimental evidence that the outside-option solution

actually predicts better than the inside-option solution.
9They also consider a different setting (that of Hart, 1995) where there are two assets, both parties

involved in the relationship make non-contractible investments, and there is no multi-tasking.
10This is a point already raised informally in Holmstrom (1999, p. 87): the implication that the amount

of asset specificity does not affect the optimal ownership structure is sensitive to the particular bargaining

game being used.
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asset specificity matters is true even in the static model, as shown below: vertical integration

is always dominated by non-integration (meaning that the latter generates a larger joint

surplus than the former) when relational contracts are not feasible and asset specificity is

high.

Whichever the outcome of the bargaining process, it is still true that “asset ownership

affects the parties’ temptations to renege on a relational contract” (the main proposition in

BGM). Therefore, relational contracts between firms and within firms are different. In ana-

lyzing the choice between integration and non-integration, attention must be paid to which

of the alternatives allows for a relational contract (which is superior to spot governances).

The corollary BGM derive from this continues to hold when the bargaining environment

is changed: A firm cannot mimic the spot-market outcome (i.e. replicate its payoffs) after

it brings a transaction inside the organization. The statement is true irrespective of the

bargaining rule and of the degree of asset specificity. Some of the other implications they

explore, however, need to be qualified.

For instance, I find that vertical integration is indeed the efficient response to widely

varying supply prices (understood as a large difference between realizations of P ) as long as

the level of asset specificity is low enough. To interpret this, notice that a binding outside

option is the case in which incentives of both parties are worst aligned: the downstream

party would like the upstream party to take actions that maximize the (expected) value of

Q, whereas the latter tries to maximize the (expected) value of P , in order to get a higher

price at the bargaining stage. This conflict is eliminated by integration.

When asset specificity is high, on the other hand, P does not affect the reneging temp-

tations of any party. Intuitively, in this case the incentives of the upstream party are best

aligned with those of the downstream party (since the value of P is not relevant) and in-

centives may be best provided under outsourcing. Indeed, if relational contracts are not

available, given that asset ownership is the only remaining means to provide incentives for

costly actions on the part of the upstream agent, spot employment is never optimal when

asset specificity is high. Hence, with the alternative bargaining protocol, integration will

be less favored when asset specificity is high, but it is more likely to be optimal when asset

specificity is low.
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Although not considered in BGM, I show that in their setting, as well as under the

alternative bargaining environment, vertical integration is an efficient response to highly

uncertain project outcomes (interpreted as a large difference between realizations of Q)

when the degree of asset specificity is high and the optimal contract calls for incentives

based only on project outcomes that are not too strong.11 The conditions for the result are

quite demanding, and it follows logically that strong Q-based incentives make the optimality

of non-integration more likely when project outcomes are volatile. Moreover, if relational

contracts are not feasible (say, for instance, because the interest rate is too high) a large

variation in the possible values of Q favors non-integration over integration in the static

model. The theory could then be interpreted as telling us that, for example, a firm engaged

in R&D would be better off hiring an independent external contractor than having its own

internal R&D lab when the outcome of an R&D project is very uncertain.

As in BGM, non-integration is preferred to vertical integration when high-powered incen-

tives are desirable, and the optimal integration decision may depend on the discount rate (in

the sense that for some r only some relational contracts will be feasible). When working with

outside options, nevertheless, some qualifications are in order, since when asset specificity is

high it is always easier to achieve the first best under relational outsourcing (non-integration)

than under relational employment (integration). The result is reversed when asset specificity

is low. This is best understood if we recall that the goals of both parties are best aligned in

the former case, while they are most conflictive in the latter.

The next section presents the model in detail. In the following sections I take up the

discussion of the optimal governance structure and asset ownership under the alternative

bargaining environment in which the parties have outside options. I begin with the static

version of the model and then turn to relational contracts. As in BGM, we will refer to these

two governance structures as “spot” and “relational”, respectively. Following Grossman

and Hart (1986), say that a transaction is integrated when the downstream party owns the

asset, and non-integrated when it is the upstream party who owns it. Finally, to simplify

comparisons, we will identify vertical integration with “employment” and non-integration

with “outsourcing”, as in BGM. Thus we will call spot outsourcing the case in which the

11And as long as the interest rate is not too high.
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upstream party owns the asset and no relational contract is feasible, and so on.

2 The Basic Model

Consider the following setup, drawn from BGM. Two parties are engaged in a vertical rela-

tionship and can trade at dates t = 0,1,2...; for simplicity we will call them U (for upstream)

and D (for downstream). Both parties live forever, are risk-neutral, share the same interest

rate r per period, and have sufficient wealth (so that they are able to purchase ownership

rights whenever this is required).12 At each period t, U uses an (infinitely-lived) asset to

produce a good that is both valuable to D (this value is Q) and in an alternative use (this

value is P ). The value of the good always falls to zero at the end of the period during which

it was produced. The asset is specific in the sense that Q > P . Ownership of the asset

conveys ownership of the good.

We will consider a multi-task environment: in each period the upstream party chooses

a vector of actions a ∈ <n
+ that stochastically affects Q and P . More specifically, Q and P

can take high values (indexed by H) or low values (indexed by L) satisfying QH > QL >

PH > PL > 0, and the actions taken by the upstream party determine the probabilities of

achieving either outcome: QH (PH) is realized with probability q(a) (respectively, p(a)).13

These actions are of course costly to the agent: the cost of actions a is given by c(a), which

we will assume increasing and strictly convex. Assume further that q(0) = p(0) = c(0) = 0

(taking no action is costless, but gives no chance of achieving high values).14

Actions are not observed by the downstream party (so there is a moral hazard compo-

nent). Outcomes (the realized values of Q and P ), on the other hand, are observable by

both parties but nonverifiable (for instance, by a court). Therefore, contracts based on a,

Q or P cannot be enforced by a third party. Under integration, D can simply take the

12We thus abstract from financial considerations. On this, see Hansmann (1996). See also Aghion and

Tirole (1994) for an application to R&D where one party is cash constrained.
13Note that the crucial assumption here is that the asset is specific for every realization of Q and P ; hence

the analysis can be generalized to any finite number of values, as in Baker, Gibbons, and Murphy (2001), or

to any joint distribution function that assigns positive probability only to events involving Q > P .
14a = 0 can be interpreted as a normalization for some minimum level of “effort” exerted by U .
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good without any payment to U once production takes place. Under non-integration, since

Q > P , there will be bargaining over the ownership of the good. This will involve D paying

U a (bargained) price ρ for the good. As we will discuss shortly, results and predictions may

depend on how ρ is determined.

The timing of the stage game (i.e. for each period t) is summarized in figure 1.

Figure 1: The timing of the game

3 Spot Governance Structures

In this section we want to characterize equilibrium actions and payoffs under both spot gover-

nance structures available: D-ownership or employment, and U -ownership or outsourcing.15

In order to do so, we fix in turn the two choices in the first move of the game to integration

(employment) and non-integration (outsourcing), and study the continuation games accord-

ing to the timing laid out in Figure 1. Since under non-integration there is bargaining over

the ownership of the good, we also introduce the alternative bargaining protocol at this

point. Finally, we end the section by analyzing the optimal integration decision.

3.1 Spot employment

We begin by studying the case of integration under spot governance, what we have labeled

spot employment. The outcome is very simple, almost embarrassingly so, when the down-

stream party owns the asset. Since no contract (formal or relational) is available, under

15We do not consider the case of joint ownership. Since under joint ownership the asset can be used only

by consent, in our simple setting it would amount to assuming that outside options are zero for both parties,

and results would be as in the case of high asset specificity (see below).
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spot employment the downstream party can simply take the good and refuse to make any

payment to the upstream party. In anticipation of this, the optimal choice for the upstream

party is to take no costly action, i.e., to choose a = (0, 0, ..., 0).16 Then the value of the

good to the downstream party is QL with probability 1. Let the superscript SE denote spot

outsourcing. Payoffs are then USE = 0 and DSE = QL, and joint surplus is simply

SSE = USE +DSE = QL (1)

Of course, these values do not depend on the bargaining protocol, nor on the realized asset

specificity. When no contract is feasible, then the only means by which to provide incentives

for U would be to give her the ownership of the asset.17 Since under non-integration there

would be bargaining over the price of the good, we turn to this matter before considering

life under spot outsourcing.

3.2 Bargaining rules

Since Q > P , under non-integration there is bargaining over the ownership of the good after

production takes place.18 BGM use the Nash bargaining solution.19 U ’s option to put the

good to its alternative use is simply taken as shifting the status quo (or disagreement point,

or threat point) from (0, 0) to (0, P ), and the Nash solution is computed using this new

16This choice by the upstream party can be regarded as an illustration of an insight repeatedly emphasized

in property rights theory: that the cost of control is the loss of initiative.
17We will find below that U ’s “investment” is monotonic in the number of assets held (just one here), as in

Hart (1995), even with outside options. This has to be contrasted with de Meza and Lockwood (1998), who

show that monotonicity does not necessarily hold with outside options. Their setup, however, is different (see

fn. 9): in particular, given their assumptions, for any ownership structure equilibrium investment levels are

less than their first-best levels (Proposition 6, p. 381), which implies that the optimal ownership structure

is the one that maximizes the investment levels. This is not true in our model, where overinvestment is also

possible (for instance, under spot outsourcing and low asset specificity).
18Since Q and P are observed by both parties, bargaining takes place under complete information and the

outcome is ex post efficient. For a model with bargaining with private information and ex post inefficiencies,

see Matouschek (2004).
19Binmore, Rubinstein and Wolinsky (1986) discuss extensively the application of the Nash bargaining

solution in economic modelling. The following discussion draws heavily from their work and that of Sutton

(1986).
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status quo point in the Nash product. This solution assigns each party her disagreement

payoff plus half of the surplus generated by the agreement, an outcome we will refer to as

“split-the-difference”, as is customary in the literature. Notice that shifting the status quo

is but one possibility to incorporate U ’s alternative.

The Nash bargaining solution is rooted in the axiomatic (static) approach to bargaining,

but can in fact be given sound non-cooperative foundations.20 The advantage of working

in terms of non-cooperative strategic models is that we can explicitly model the details

of the bargaining situation (the set of possible agreements, the parties’ preferences and

attitudes toward risk and time, the bargaining procedure (i.e., the sequence of moves), and

the environment within which the bargaining proceeds) and easily assess the impact of

changes in these details on outcomes.

The bargaining outcome assumed in BGM is consistent, for instance, with the equilibrium

outcome of Rubinstein’s (1982) alternating offers game in a setting in which each party is

receiving a per-period payoff (an “inside option”21) while bargaining continues; these payoffs

are given up once agreement is reached. In the limit as discounting goes to zero, the outcome

tends to split-the-difference. We might interpret this as a situation in which there exist other

downstream parties to whom U can sell the good while bargaining with D, but only at price

P since the good might be tailored to D’s specifications.

It is also consistent with the limiting equilibrium outcome of a Rubinstein-like game

in which after each proposal, should a random event occur, bargaining is automatically

terminated and the parties receive the payoffs given by the breakdown point (0, P ). In

the limit as the probability of such an exogenous breakdown of negotiations goes to one,

once again we get the split-the-difference rule. This case may be interpreted as a situation

where the two parties risk the chance of having their joint business opportunity snatched by

someone else (thereby losing it), should they fail to agree. The existence of an exogenous

risk of breakdown, outside the parties’ control, would therefore lend support to the Nash

20This is actually the “Nash program” described in Binmore (1980, 1985). Notice that Nash (1953) himself

tried to motivate his bargaining solution by means of a particular non-cooperative game (the simultaneous

moves “Nash demand game”).
21See de Meza and Lockwood (1998). In what follows we will use the mnemonic “inside options” whenever

we will make reference to the bargaining situation or outcome used in BGM (the split-the-difference rule).
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solution used in BGM.

Suppose now that when the random event occurs the respondent can choose to terminate

bargaining after receiving a proposal, in which case the parties receive the payoffs given by

(0, P ), as before. In other words, breakdown arises after one of the parties quits the nego-

tiations in order to take up an opportunity elsewhere (when this opportunity is available),

the other party following suit. How will the value of this outside option available to her

affect the bargaining outcome? In the limit, when the outside option is always available

to the respondent (i.e., when the probability of the random event goes to one), we get a

very different outcome: each bargainer gets half of the “pie”, unless this gives one of them

strictly less than her outside option (in which case she must receive the latter, the other

party receiving what is left). This is what Binmore, Shaked and Sutton (1989) termed the

“deal-me-out” rule.

Think of a situation in which to sell the good to another downstream party (or in a spot

market), the upstream party must quit bargaining with the downstream party.22 P would

then constitute an “outside option” in the sense of Binmore, Rubinstein, andWolinsky (1986,

p. 185).23 In the static axiomatic approach, rather than shifting the status quo point in the

Nash product, the outside options are in this case used only as constraints on the range of

validity of the Nash solution. Under the deal-me-out rule, we have that the payoffs to D and

U (sD and sU , respectively) from the bargaining process are given by:24

(sD, sU) =

 (Qi

2
, Qi

2
) if Qi

2
> Pj

(Qi − Pj, Pj) if Qi

2
≤ Pj

Notice that since the downstream party’s outside option is 0, it can never bind. As is clear

from the expressions above (see also Proposition 6 in Binmore, Rubinstein and Wolinsky,

1986), the outside options are relevant (they affect the equilibrium outcome) only if they

22For instance, looking for a new partner might be time-consuming, or require some (unmodelled) mar-

keting costs. By the time this is done, it may be too late for D to wait further for another good to be

produced.
23In what follows we will use the mnemonic “outside options” whenever we will make reference to the

bargaining situation or outcome where the deal-me-out rule prevails.
24In what follows, Q and P will make reference to the random variables, whereas Qi and Pj will denote

realizations of these variables.
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constitute a credible threat, i.e. if they are binding. This is the Outside Option Principle:

only threats that are credible should have an effect on outcomes. As Sutton (1986) put it,

“that bargaining agents will in practice fail to be influenced by their opponents’ access to

some relatively unattractive alternative is of course an empirical issue”. The experimental

evidence in Binmore, Shaked, and Sutton (1989) lends support to this conjecture. In the

former case of an exogenous risk of breakdown (or when the parties are receiving some payoff

while bargaining) even small threats are credible and, hence, the split-the-difference outcome

emerges naturally. When this risk is endogenous, however, only a sufficiently large outside

option makes a credible threat.

The outcome of the bargaining process can now take one of two forms, as shown in (2)

below, which depend on the realized asset specificity ASij ≡ Qi − Pj. The upstream party’s

outside option will not bind as long as ASij > Pj. Put differently, which outcome form arises

depends on whether the level of asset specificity is greater or less than a threshold given by

the alternative-use value of the good. The bargained price ρ of the good will then be

ρ =

 Qi

2
if ASij > Pj

Pj otherwise
(2)

3.3 Spot outsourcing

We now consider matters under non-integration, i.e., when the upstream party owns the

asset. Whatever the bargaining environment, U will take the expected outcome of the

process into account when (optimally) choosing her actions. Denote E [ρ] the expected price

of the good. Let the superscript SO denote spot outsourcing. Then the payoff to the

upstream party is given by

USO = max
a

E [ρ]− c(a) = E
£
ρ | a = aSO¤− c(aSO),

whereas the downstream party’s payoff is DSO = E
£
Q− ρ | a = aSO¤, where aSO ∈ argmax

a

E [ρ]− c(a). The total surplus of the relationship is then

SSO = USO +DSO = E
£
Q | a = aSO¤− c(aSO) (3)

Note that when the bargaining protocol is changed as we did here, the expression for ρ

depends on the realization of AS (and hence on those of Q and P ). However, the upstream
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party chooses a before Q and P are observed. Call the case in which ASij > Pj a situation

of “high” asset specificity, and the case ASij < Pj a situation of “low” asset specificity. For

U to know which bargaining environment will prevail (high or low specificity) when choosing

a, we will assume that parameter values are such that we are always on one side of the

threshold or the other, i.e. we will make two mutually exclusive assumptions, namely,

Ah : QL > 2PH (“high” specificity)

and

Al : QH < 2PL (“low” specificity)

and perform the analysis under each of those alternatively to see how results are modified.25

These assumptions26 allow us to focus on the two extreme cases in the most simple setting,

and to isolate the effects of the degree of asset specificity on the integration decision.

Under Ah, U ’s outside option will never bind, whatever the realizations of Q and P ; i.e.,

we will always be in a situation of high specificity (hence we will index all variables by the

superscript h). When the alternative assumption, Al, holds, the upstream party’s outside

option will always bind, and therefore low asset specificity (superscript l) will prevail. The

bargained price of the good in each case will be given by

ρh =
Qi

2
, (4)

and

ρl = Pj. (5)

Take expectations over all possible values of Q and P in (4) and (5) to get the corre-

sponding expected prices:

E
£
ρh | aSO,h¤ =

1

2
E
£
Q | aSO,h¤ = 1

2

£
q(aSO,h)QH + (1− q(aSO,h))QL

¤
E
£
ρl | aSO,l¤ = E

£
P | aSO,l¤ = p(aSO,l)PH + (1− p(aSO,l))PL

25We notice incidentally that these assumptions (Ah and Al) are equivalent, broadly speaking, to de Meza

and Lockwood’s (1998) cases of relatively unproductive and relatively productive (in the outside option)

investments, respectively.
26Given common knowledge of the distribution functions, the players know something like Ah or Al; we

are just picking the most “convenient” binomial distributions by making these assumptions.
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where aSO,h (aSO,l) denotes the optimal actions taken by U under spot outsourcing when

asset specificity is high (low). Notice that here, contrary to BGM, even under non-integration

P may play no role (i.e., in the case where asset specificity is high). This fact will drive many

of the differences between our results.

Let ∆Q = QH − QL and ∆P = PH − PL. The parties’ payoffs and the total surplus in

each situation can be written as:

USO
h =

1

2

¡
QL + q

¡
aSO,h

¢
∆Q

¢− c(aSO,h)

DSO
h =

1

2

¡
QL + q

¡
aSO,h

¢
∆Q

¢
SSO
h = QL + q

¡
aSO,h

¢
∆Q− c(aSO,h) (6)

in a situation of high specificity (i.e., under Ah), and

USO
l = PL + p

¡
aSO,l

¢
∆P − c(aSO,l)

DSO
l = QL + q

¡
aSO,l

¢
∆Q− [PL + p

¡
aSO,l

¢
∆P ]

SSO
l = QL + q

¡
aSO,l

¢
∆Q− c(aSO,l) (7)

in the case of low specificity (i.e., under Al).

3.4 The integration decision

The comparison between the two ownership structures is trivial under our assumptions. D

will integrate with U as long as the joint surplus in (1) is higher than that in (3), i.e.:

SSE > SSO

⇐⇒ q
¡
aSO

¢
∆Q < c(aSO). (8)

Spot employment can only dominate spot outsourcing when providing incentives to the

upstream party for taking costly actions reduces total surplus. This can easily be seen if we

rewrite (8) as ¡
q
¡
aSO

¢− q (0)
¢
∆Q < c(aSO)− c(0).

Incentives will not be provided (by giving ownership to U) as long as the cost of extracting

effort from the upstream party is larger than the benefit of doing so (i.e., achieving a higher
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outcome with a higher probability). Direct comparison of the results under both types of spot

governance highlights one of the two tools available in the model to influence the upstream

party’s choice of actions: asset ownership. The other one will be relational contracts, and

will be addressed in the following section, where we analyze repeated-game versions of the

model presented in section 2.

4 Governance under relational contracts

Regardless of the ownership arrangement, the downstream party would always like the up-

stream party to take actions that increase Q. Ongoing interaction may provide an instrument

for providing effective incentives which is not available in the static framework of section 3:

the downstream party may be able to make a self-enforcing promise to pay a bonus when-

ever a high value is achieved. This kind of implicit arrangement constitutes the essence of

a relational contract. More formally, a relational contract is “a complete plan for the rela-

tionship... [that] for each date t and every history [of the relationship]... describes: (i) the

compensation the principal should offer (and which should be paid); (ii) whether the agent

should accept or reject the offer; and in the event of acceptance, (iii) the actions the agent

should take” (Levin, 2003).

Note that, if a relational contract is feasible, it can never be worse than spot relationships.

The parties can always play the static Nash equilibrium of the game, and this constitutes a

subgame perfect Nash equilibrium in our supergame (see, for instance, Fudenberg and Tirole,

1991). In this section, we will thus see if and how asset ownership affects the feasibility of

the superior relational contract. We will assume that the parties can trade at dates t = 0,

1, 2, . . . according to the stage game depicted in figure 2 below.

In general terms, compensation in a relational contract consists of a fixed payment

(salary) st and a contingent payment bt : Φ → <, where Φ is the set of all possible re-

alizations of the performance outcome observed by both parties, ϕt = {Qt, Pt}. In principle,
promised compensation can depend on the whole history of the relationship, and the rela-

tional contract can be quite messy. Fortunately, Levin (2003, Theorem 2, p. 840) has shown

that in this context it suffices to look at stationary contracts, in which the downstream party
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Figure 2: Timing with relational contracts

promises the same compensation scheme in every period, to characterize optimal relational

contracts. Formally, total compensation in any period t is given by Wt = s+ b (ϕt) , and the

discretionary payments in each period only depend on the performance outcome in the same

period.

Within our simple setting, the relational compensation contract can be best described

as (s, {bij}) = (s, bHH , bHL, bLH , bLL), where the salary s is paid by the downstream party

to the upstream party at the beginning of each period and bij is supposed to be paid when

Q = Qi and P = Pj, respectively for i, j = H, L.

Theorem 1 in Levin (2003, p. 840) tells us that, in analyzing self-enforcing relational

contracts, we can concentrate on contracts that maximize the joint surplus of the relationship

(subject to self-enforceability), since the fixed compensation in the initial period of the

contract can be adjusted to redistribute surplus without affecting underlying incentives.27

If U accepts the relational contract offered by D,28 her period payoff will be

UR = max
a

s+ bHHq(a)p(a) + bHLq(a)(1− p(a)) + bLH(1− q(a))p(a)+

+bLL(1− q(a))(1− p(a))− c(a) = E
£
s+ b | a = aR¤− c(aR),

where aR ∈ argmax
a

E [s+ b] − c(a). The downstream party’s payoff is given by DR =

E
£
Q− s− b | a = aR¤. The total surplus of the relationship is then

27If a fixed compensation is not available, distribution matters, and the downstream party might as well

prefer a “larger slice of a smaller cake”. Hence, acting as a self-interested principal, she might choose an

inefficient governance structure.
28Results would not change if U were to offer a contract to D.
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SR = UR +DR = E
£
Q | a = aR¤− c(aR). (9)

A given relational contract will induce the same actions by the upstream party and

thus produce the same surplus, irrespective of asset ownership, as long as the contract

satisfies the corresponding feasibility constraint (which we analyze below).29 Since changing

the bargaining environment changes the outcome of the process (the bargained price), this

change in outcome may also change the parties’ temptations to renege on the relational

contract, and hence affect the feasibility of a contract. Therefore, a crucial part in what

follows will be to compute the payoffs after reneging, what we do in the next subsections.

Following BGM, we will analyze trigger-strategy equilibria (see Friedman, 1971), in which

after a deviation from the relational compensation contract (s, {bij}) the parties revert to
the static equilibrium of the game forever –i.e., the party who did not renege refuses to

enter into any new relational contract with the other party, and the relationship goes on

under spot governance. Although generally trigger strategies are suboptimal (in the sense

of Abreu, 1986, 1988), and not robust to ex post renegotiation, trembles and mistakes, they

are simple and not that unrealistic, and, more importantly, they allow direct comparison

with the results in BGM. Since the main point of the paper is about bargaining rules, not

strategies, we offer no further defense of this equilibrium concept here. The interested reader

is referred to the paper by Blonski and Spagnolo (2004) for a discussion of strategies within

the setting of BGM.

We will also allow parties to negotiate over asset ownership after reneging, so that the

asset will end up in the “right” hands; for example, under relational employment we will have

spot employment when it is more efficient forD to retain ownership of the asset (SSE > SSO),

and we will have spot outsourcing when it is more efficient for U to buy it from D at some

price π (SSO > SSE) –which she can always do given the sufficient wealth assumption.

4.1 Reneging temptations under relational employment
29We note that these are the same as in the case of inside options. The difference will be given by the

reneging constraints that we discuss below.
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Let us begin the analysis of the parties’ temptations to renege on the relational contract

by looking at the case in which the downstream party owns the asset. In this situation of

relational employment, D can refuse to pay the promised bonus once Qi and Pj are realized,

and simply take the good without paying anything (which she can do since she owns the

asset). After reneging, and given our former assumptions, she either retains ownership of

the good and earns DSE in perpetuity, or sells the asset to U at price π and receives DSO

in perpetuity. On the contrary, if the downstream party honors the contract, she pays bij

and continues with the relationship, thus making profit DRE each period in perpetuity. It

follows that D will stick to the “terms” of the relational contract whenever

−bij + 1
r
DRE ≥ 1

r
DSE if SSE > SSO, or (10)

−bij + 1
r
DRE ≥ 1

r
DSO + π if SSO > SSE. (11)

The upstream party can renege on the relational contract by refusing to accept a promised

payment bij (or to make a promised payment if bij < 0). After that, she earns USE for ever

if she does not buy the asset, and 1
r
USO − π if she buys it from D. On the other hand, if U

honors the contract, she receives bij and continues with the relationship, thus making profit

URE each period in perpetuity. It follows that the upstream party will honor the contract

as long as

bij +
1

r
URE ≥ 1

r
USE if SSE > SSO, or (12)

bij +
1

r
URE ≥ 1

r
USO − π if SSO > SSE. (13)

The present value of honoring the contract for D (respectively, U) should exceed the

present value of reneging for every value of bij, i.e., equations (10) and (11) [(12) and (13)]

must hold for the maximum (minimum) value of the promised bonus. This is true both when

SSE > SSO and when SSO > SSE. We can combine these extreme versions of the reneging

constraints into a single necessary and sufficient condition for a self-enforcing relational-

employment contract (see BGM, p. 52, and Levin, 2003, Theorem 3, p. 842):

max bij −min bij ≤ 1
r

£
SRE −max ¡SSO, SSE

¢¤
. (14)

The feasibility constraint (14) states that the variation in contingent compensation has a

limit given by the net future gains from the relationship. This condition is what Levin
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(2003) called the dynamic enforcement constraint.30 The left-hand side of the inequality is

the maximum total temptation to renege on the relational-employment contract (i.e. the

sum of both parties’ temptations), whereas the right-hand side is the present value of net

total surplus (i.e. continuation surplus, SRE, minus the best fallback if either party reneges,

max
¡
SSO, SSE

¢
). The efficient relational-employment contract maximizes the total surplus

SRE (equation (9)) subject to the dynamic enforcement constraint (14).

It is clear that it will be easier to maintain the relationship the lower the interest rate,

and the higher the surplus generated. The model predicts that relationships will be more

flexible (in terms of allowing a larger variation in contingent compensation), and will be able

to provide better incentives, when interactions are more frequent, since this would translate

into a decrease in r (see Tirole, 1988)

4.2 Reneging temptations under relational outsourcing

Let us now turn to the analysis of the feasibility of relational contracts under non-integration.

When U owns the asset, the comparison between the promised payment and the price that

would result from the bargaining process under spot outsourcing determines each party’s

temptations to renege on the relational-outsourcing contract. In particular, if the promised

bonus bij exceeds the bargained price ρ [where ρ = ρh or ρl depending on the level of asset

specificity, as in equations (4) and (5)], the downstream party would be better off this period

by reneging on the relational contract. Conversely, if bij falls short of ρ, it is the upstream

party who would be better off by reneging. Proceeding as above we can show that a necessary

and sufficient condition for the relational-outsourcing contract to be self-enforcing is

max (bij − ρ)−min (bij − ρ) ≤ 1
r

£
SRO −max ¡SSO, SSE

¢¤
. (15)

As in (14), the left-hand side is the maximum total reneging temptation, and the right-

hand side is the present value of the net total surplus. Once again, the efficient relational-

outsourcing contract maximizes the total surplus SRO in equation (9) subject to this dynamic

30Note that the value of SSO will depend on the working assumption about the prevailing bargaining

environment (i.e., Ah or Al). We do not make this dependence explicit here in order to avoid additional

subindices that would obscure the main point.
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enforcement constraint. The interpretation is analogous to the case of relational employment,

but note (see below) that now the reneging temptationmay depend on P , the alternative-use

value. More specifically, (15) takes the form

max

µ
bij − Qi

2

¶
−min

µ
bij − Qi

2

¶
≤ 1

r

£
SRO −max ¡SSO

h , SSE
¢¤
, under Ah, (16)

or

max (bij − Pj)−min (bij − Pj) ≤ 1
r

£
SRO −max ¡SSO

l , SSE
¢¤
, under Al, (17)

i.e., when asset specificity is high and low, respectively. In BGM, “a key difference between

relational contracts under outsourcing versus under employment is that the good’s value in

its alternative use, P , affects the reneging decision under relational outsourcing but not under

relational employment”. As can readily be seen from (16), with deal-me-out bargaining this

is not true for high enough asset specificity. We thus expect our results to differ the most

from BGM’s when outside options are not binding, an intuition that will be confirmed below.

4.3 Relational contracts between and within firms

Having now discussed the parties’ temptations to renege on a relational contract under both

governance structures, we can proceed to their comparison. By simple inspection of the

feasibility constraints (14), (16), and (17), we can confirm the main proposition in BGM.

Hence we can state (without additional proof)

Proposition 1 (Baker, Gibbons, and Murphy, 2002, p. 56) Asset ownership affects the

parties’ temptations to renege on a relational contract, and hence affects whether a given

relational contract is feasible.

Therefore, relational contracts between firms and within firms are different. In analyz-

ing the choice of integration versus non-integration, attention must be paid to which of the

alternatives allows for a relational contract (which we know to be superior to spot gover-

nances). As we have shown, this result is robust to changes in the bargaining rules and holds

irrespective of the level of asset specificity. It has also been shown elsewhere to be robust to

more general strategies than those analyzed here (Blonski and Spagnolo, 2004, Proposition

4).

20



We conclude this section by extending correspondingly a corollary in BGM (p. 57).31

Corollary 1 It is impossible for a firm to mimic the spot-market outcome (i.e., to repli-

cate its payoffs) after it brings a transaction inside the organization, because the reneging

temptation would be too great. The statement is true irrespective of the bargaining rule

(split-the-difference or deal-me-out) and of the level of asset specificity.

The proof of this corollary and all other proofs are in the Appendix. In the next section

we will derive some implications of the model we have outlined, and we will contrast these

with those presented in BGM.

5 The boundaries of the firm

To gain some insights about the optimality of each regime we will place some more structure

on the model.32 Following BGM, we will assume U takes two actions that affect linearly the

probabilities of obtaining high values, and that impose quadratic costs on her. Formally,

a = (a1, a2)

q (a) = q1a1 + q2a2

p (a) = p1a1 + p2a2

c (a) =
1

2
a21 +

1

2
a22

where q1, q2, p1, p2 ≥ 0 and q1p2 6= q2p1.

As in BGM, assume also that the bonus payments bij take the specific form bij = bi + βj

(i, j = H,L), where the first component has to do with the realization of Q and the second one

is related to P .33 For later reference, we will label the first component “Q-based incentives”.

Furthermore, let ∆b = bH − bL and ∆β = βH − βL. The expected bonus can be written as

bLL + q (a)∆b+ p (a)∆β, and thus we can interpret the assumed functional form as saying

31See also Proposition 1 in Baker, Gibbons and Murphy (2001, p. 216). Blonski and Spagnolo (2004,

Proposition 5), however, find that patient firms may be able to mimic the market allocation when parties

are free to choose optimally their strategies.
32At the cost of some loss of generality.
33Notice that this implies that bHH + bLL = bHL + bLH .
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that the downstream party promises bL + βL regardless of the outcomes and additional

bonuses ∆b if Q = QH (which occurs with probability q (a)) and ∆β if P = PH (which

happens with probability p (a)), without any further payment (for example, if both Q and P

achieve their highest values).

Analyzing the special form taken now by the reneging constraints presented in section

4 will allow us to derive some additional results. Under relational employment, the self-

enforcement constraint (14) writes as (see Appendix 1 in BGM)

|∆b|+ |∆β| ≤ 1
r

£
SRE −max ¡SSO

k , SSE
¢¤
, (18)

where k = h, l depending on the working assumption, Ah or Al. Under relational outsourcing

with outside options, we can show (see the Appendix) that the necessary and sufficient

conditions (??) and (??) for the relational-outsourcing contract to be self-enforcing take the

form ¯̄̄̄
∆b− 1

2
∆Q

¯̄̄̄
+ |∆β| ≤ 1

r

£
SRO −max ¡SSO

h , SSE
¢¤
, under Ah, (19)

i.e., if asset specificity is high; and

|∆b|+ |∆β −∆P | ≤ 1
r

£
SRO −max ¡SSO

l , SSE
¢¤
, under Al, (20)

i.e., if asset specificity is low.

Our first result concerns only spot governance structures, but will prove useful for what

comes next. We state it as Lemma 1.

Lemma 1 For given values of q1, p1, q2, p2,∆Q:

(i) If Al holds and ∆P ∈ (0, PL) , then there exists ∆Pl such that for all ∆P > ∆Pl we

have SSE > SSO
l .

(ii) If Ah holds and ∆P ∈ (0, QL − PL), then SSE < SSO
h for all ∆P .

To interpret this, notice that for sufficiently large34 ∆P (interpreted as a very volatile sup-

ply price, for instance), spot employment dominates spot outsourcing when asset specificity

is low, that is, when Al holds. Furthermore, we show in the Appendix that the threshold

34The upper bound on ∆P guarantees that assumption Al is not violated.
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defined in Lemma 1 is lower than the corresponding threshold in BGM, i.e., ∆Pl < ∆PBGM ,

meaning that the condition for the optimality of spot employment is less stringent under a

binding outside option than under inside options.35

Result 1 in BGM (p. 76) says that vertical integration is the efficient governance structure

when supply prices are very volatile. Lemma 1 tells us that this is not always the case with

outside options, since when asset specificity is high (i.e., under Ah), spot employment is never

optimal.36 Intuitively, in this case the incentives of the upstream party are best aligned with

those of the downstream party (the value of P is not relevant) and incentives are best

provided under spot outsourcing, that is, by giving ownership to U .

The result, however, is verified for the case of low asset specificity, as Lemma 2 shows.

Lemma 2 For given values of q1, p1, q2, p2, r,∆Q, if Al holds and ∆P ∈ (0, PL), then for ∆P

large enough integration is optimal, i.e., either spot employment or relational employment

generates the largest joint surplus. Formally, there exists ∆P ∗l such that for all ∆P > ∆P ∗l ,

D-ownership is more efficient than U-ownership.

Lemma 2 states that, for sufficiently large ∆P , integration dominates non-integration

when asset specificity is low, even in the case where relational contracts are feasible. To

interpret this result, notice that integration eliminates the conflict of interests between the

parties in the situation of a binding outside option, since the supply price no longer affects

their reneging temptations [check inequalities (20) and (18) above]. A binding outside option

is the case in which incentives of both parties are worst aligned: D would like U to take

actions that maximize the (expected) value of Q, whereas the latter tries to maximize the

(expected) value of P , in order to get a higher price at the bargaining stage.

To sum up, under the conditions of Lemmas 1 and 2 we can state the following proposition

without further proof.

Proposition 2 Vertical integration is the efficient response to widely varying supply prices

–i.e., for large ∆P– when the degree of asset specificity is low.
35This is consistent with the fact that BGM’s framework allows for greater values of ∆P . There is however

an upper bound (although not explicited) also in BGM since, given their assumptions, ∆P cannot be larger

than QL − PL.
36The upper bound on ∆P guarantees that assumption Ah is not violated.
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Our next results focus on the variability of the value of the good to the downstream firm,

Q. Under the alternative bargaining environment, a large variation in the possible values of

Q favors non-integration over integration in the static model. Formally,

Lemma 3 For given values of q1, p1, q2, p2,∆P , there exists ∆Qk (k = h, l) such that if

∆Q > ∆Qk, then SSO
k > SSE.

Although not considered in BGM, it can be shown that the result holds also in their

setting, as we show in the Appendix. Think of the downstream party as commanding an

R&D project from the upstream party, where the ultimate outcome (the value of the project’s

results) is highly uncertain (as typical in R&D). What the theory is telling us is that the firm

would be better off having an independent external contractor than having its own R&D

department when relational contracts are not feasible. The result that vertical integration

is an inefficient response to highly uncertain project outcomes in a static setting, is driven

by the fact that the lack of a relational contract precludes the use of bonuses to provide

incentives; asset ownership is then the only remaining means. Notice also that for ∆Q high

enough, non-integration will be optimal irrespective of the level of specificity. As shown in

the Appendix, however, the condition for the optimality of outsourcing is easier to fulfill

under high asset specificity.

The picture can change dramatically when we allow for dynamic considerations. In a

situation of high asset specificity, and if the optimal contract calls for incentives based on Q

that are not too strong, it is more efficient for the downstream party to own the asset when

relational contracts are feasible. To see why, notice first that equations (18) and (19) show

that the feasibility constraint on relational-employment contracts does not depend on ∆Q,

and suggest that too large a variation in the value of the good to D would render relational

outsourcing infeasible, as the following lemma confirms.

Lemma 4 For given q1, p1, q2, p2,∆P , if Ah holds, then there exists ∆Q∗h such that for all

∆Q > ∆Q∗h, relational outsourcing is impossible –i.e., condition (19) fails.

The same holds for the case of inside options, as shown in the Appendix. If, in addition,

optimal incentives based on Q are not too strong (in the sense that ∆b is not larger than
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a given threshold ∆b0), so that some relational contracts remain feasible, the downstream

party owns the asset in the efficient governance structure. We state this as Lemma 5.

Lemma 5 For given q1, p1, q2, p2,∆P , assume Ah holds and that ∆b ≤ ∆b0. Then, ∃ ∆ eQh

such that ∀ ∆Q > ∆ eQh, D-ownership is more efficient than U-ownership.

This is true also within BGM’s environment, as shown in the Appendix. We summarize

the result in the following proposition.

Proposition 3 Vertical integration is an efficient response to highly uncertain project out-

comes –i.e., for large ∆Q– when the level of asset specificity is high and the optimal

contract calls for incentives based only on project outcomes that are not too strong.

Given Lemma 3, Proposition 3 implicitly assumes that the interest rate r is not too

high. Within our previous example of R&D, it would be optimal under the conditions of

the proposition for the firm to have its own internal R&D lab.37 Notice, however, that the

conditions for the result are quite demanding, and thus it is likely that in many situations

the result will not hold. In fact, we have the following corollary:

Corollary 2 Strong Q-based incentives and high interest rates make the optimality of out-

sourcing more likely when project outcomes are highly uncertain.

The proof is straightforward, and will thus be skipped here. Our following result concerns

the power of incentives across governance structures, and confirms, under the alternative

bargaining environment, a result already presented in BGM:

Proposition 4 (Baker, Gibbons, and Murphy, 2002, Result 2, p. 65) High-powered incen-

tives create bigger reneging temptations under integration than under non-integration, and

performance payments will thus be smaller in firms than in (otherwise equivalent) markets.

37Only few econometric studies have explored the factors determining a firm’s choice between internal and

external R&D. This paper suggests that the level of asset specificity is an important determinant that should

be included in these studies. On the other hand, it also warns that this may not be enough: according to

Proposition 3, incentives provided must also be taken into account.
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Since under integration the upstream party cannot avoid total expropriation, whereas

under separation she can obtain something through bargaining, the reneging temptation of

the downstream party is lower in the latter case: only the amount of the promised bonus

exceeding the bargained price of the good can be saved. Larger bonuses can be credibly

promised under non-integration. This is consistent with Williamson’s (1985) claim that

incentives are higher-powered in markets than in firms. It is also consistent with Corollary

2, since it implies that when strong incentives are desirable,38 relational employment is an

inefficient governance mechanism compared to relational outsourcing (U-ownership); i.e., the

total reneging temptation is smaller under the latter.39

Finally, we have the following proposition.

Proposition 5 Under bargaining with outside options, and for given r, q1, q2, p1, p2, the first

best is easier (harder) to achieve with a relational-outsourcing contract than with relational

employment when the degree of asset specificity is high (low).

This is best understood if we recall that the goals of both parties are best aligned in the

former case, while they are most conflictive in the latter.

6 Concluding remarks

The insights of the property rights approach have proved very useful for improving our

understanding of many economic institutions and arrangements, and for giving new answers

to the long standing question of what determines the boundaries of the firm (Coase, 1937).

Models in this tradition (whether static or dynamic) assume asset specificity from the outset

but do not analyze the consequences of different levels of specificity for the integration

decision.

This paper provides a simple and straightforward way of incorporating these different

levels of asset specificity in relational contracting, and shows that they matter even in a

static model. This simple idea has been pervasive in transaction cost economics (although

38In the sense that ∆b > 1
2∆Q when asset specificity is high, and ∆β > ∆P when it is low.

39Just compare equations (18), (19), and (20) above.
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for very different reasons), but has been neglected in the property rights approach to the

theory of the firm. As we have seen, the role of the level of specificity emerges naturally once

one drops the standard Nash solution widely used in the latter approach.

By taking Baker, Gibbons, and Murphy’s (2002) model of relational contracts both be-

tween and within firms, and considering an alternative situation in which to take up an

outside option the upstream party must quit bargaining with the other party, we have been

able to extend BGM’s main insight that “asset ownership affects the parties’ temptations

to renege on a relational contract”40 to an equally plausible and common bargaining setup.

Therefore, we concluded that relational contracts between firms and within firms were differ-

ent, and that an important consideration in deciding whether to integrate or not was which

governance structure facilitated “the superior relational contract”.

We have also seen that changing the bargaining protocol makes the predictions of the

model regarding the boundaries of the firm contingent on the level of asset specificity, which

allowed us to derive some results that could not be obtained from BGM’s original framework.

Most importantly we have shown that the integration choice is affected in a non-trivial way

by realized asset specificity.

Traditional transaction cost economics has emphasized that the level of specificity matters

for the integration decision, but its basic prediction that higher specificity makes integration

more likely puts the theory in a difficult position to explain the pattern of new organizational

forms that we are seeing, which are “characterized by high degrees of uncertainty, frequency

and asset specificity, yet they do not lead to integration” (Holmstrom and Roberts, 1998).

As we have shown, these new hybrid organizations can be easily accomodated in a model

with the features discussed here.

Appendix
40Asset ownership is not the only means to affect reneging temptations. Multimarket contact (Bernheim

and Whinston, 1990) and social relations (Spagnolo, 1999) may be relevant factors also, just to mention a

couple.
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A.1 Proof of Corollary 1

This proof parallels that in BGM. Recall expressions (4) and (5) for the bargained price

of the good, ρh and ρl. Let ρBGM = 1
2
(Qi + Pj) denote the bargained price in BGM. The

relational contract that would produce the same payoffs than spot outsourcing is given by

(s = 0, {bij = ρm}) for m = h, l, BGM . It will induce the same actions41 and produce the

same surplus as spot outsourcing, but it cannot satisfy the feasibility constraints. To see this,

notice that the maximum total temptation under relational employment in each bargaining

scenario is given by

max bij − min bij = 1
2
(QH + PH) − 1

2
(QL + PL) =

1
2
(∆Q+∆P ) > 0 under inside

options;

max bij −min bij = 1
2
QH − 1

2
QL =

1
2
∆Q > 0 under nonbinding outside options; and

max bij −min bij = PH − PL = ∆P > 0 under a binding outside option.

However, it is clear that the right-hand side of the corresponding feasibility constraint,
1
r

£
SRE −max ¡SSO

m , SSE
¢¤
, cannot be greater than zero when SRE = SSO

m .

A.2 Proof of inequalities (19) and ( 20)

This proof parallels that in Appendix 1 in BGM. Let Z = bL+βL−1
2
QL andW = bL+βL−PL.

Under Ah, the left hand side of the dynamic enforcement constraint (15), i.e., the reneging

temptation, is max
¡
bij − Qi

2

¢−min ¡bij − Qi

2

¢
. For every pair of realizations of Q and P , we

have

(HH) bHH − 1
2
QH = bH + βH − 1

2
QH = ∆b− 1

2
∆Q+∆β + Z

(HL) bHL − 1
2
QH = bH + βL − 1

2
QH = ∆b− 1

2
∆Q+ Z

(LH) bLH − 1
2
QL = bL + βH − 1

2
QL = ∆β + Z

(LL) bLL − 1
2
QL = bL + βL − 1

2
QL = Z

Let max (•) and min (•) denote the maximum and minimum, respectively, of the expres-
sions above. There are four cases to consider:
41Given our assumptions, there is a one-to-one correspondence between action vectors and bonuses; see

BGM.
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1. ∆b− 1
2
∆Q > 0, ∆β > 0. Then, max (•) = (HH) and min (•) = (LL), and the reneging

temptation is ∆b− 1
2
∆Q+∆β.

2. ∆b− 1
2
∆Q > 0, ∆β < 0. Then, max (•) = (HL) and min (•) = (LH), and the reneging

temptation is ∆b− 1
2
∆Q−∆β.

3. ∆b− 1
2
∆Q < 0, ∆β < 0. Then, max (•) = (LL) and min (•) = (HH), and the reneging

temptation is − ¡∆b− 1
2
∆Q

¢−∆β.

4. ∆b− 1
2
∆Q < 0, ∆β > 0. Then, max (•) = (LH) and min (•) = (HL), and the reneging

temptation is − ¡∆b− 1
2
∆Q

¢
+∆β.

These four cases can be subsumed in a single expression for the reneging temptation,¯̄
∆b− 1

2
∆Q

¯̄
+ |∆β|, which yields (19). When Al holds, the left hand side of (15) is

max (bij − Pj)−min (bij − Pj). For every pair of realizations of Q and P , we now have

(HH) bHH − PH = bH + βH − PH = ∆b+∆β −∆P +W

(HL) bHL − PL = bH + βL − PL = ∆b+W

(LH) bLH − PH = bL + βH − PH = ∆β −∆P +W

(LL) bLL − PL = bL + βL − PL =W

We can now proceed as in the high specificity case by replacing ∆b− 1
2
∆Q by ∆b and ∆β

by ∆β −∆P, to obtain a single expression for the reneging tempation, |∆b| + |∆β −∆P | ,
which yields (20) and completes the proof.

A.3 Proof of Lemma 1

The optimal actions taken by the upstream party under spot outsourcing and the associated

surpluses are:

aSO1 =

 1
2
q1∆Q under Ah

p1∆P under Al

aSO2 =

 1
2
q2∆Q under Ah

p2∆P under Al

The joint surplus is given by expressions (6) and (7), and can be written as

SSO
h = QL + q

¡
aSOh

¢
∆Q− c(aSOh ) = QL +

3

8

¡
q21 + q22

¢
∆Q2 (A1)
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and

SSO
l = QL + q

¡
aSOl

¢
∆Q− c(aSOl )

= QL + (q1p1 + q2p2)∆Q∆P − 1
2

¡
p21 + p22

¢
∆P 2 (A2)

As in Section 3, aSE1 = aSE2 = 0 and SSE = QL. If Al holds and ∆P ∈ (0, PL), by direct

comparison of SSE and SSO
l in equation (A2), SSE > SSO

l if and only if ∆P > ∆Pl =

2q1p1+q2p2
p21+p

2
2

∆Q, which proves the first part of the lemma. The second part follows trivially

from inspection of equations (A1) and (1). Finally, the threshold ∆PBGM defined in Section

5 for the case of inside options is the positive root of SSO
BGM − SSE = −1

8
(p21 + p22)∆P 2 +

3
8
(q21 + q22)∆Q2 + 1

4
(q1p1 + q2p2)∆Q∆P = 0, where SSO

BGM is the joint surplus from spot

outsourcing under the assumptions in BGM. Direct computation shows ∆Pl < ∆PBGM as

claimed.

A.4 Proof of Lemma 2

We will proceed in several steps to prove the lemma.

Step 1. From Lemma 1 above we know that there exists ∆Pl such that if ∆P > ∆Pl

then SSE > SSO
l .

Step 2. From Lemma 2 in BGM (p. 76) we know that too strong an incentive based on

the alternative-use value makes relational outsourcing inferior to spot employment, i.e., given

q1, p1, q2, p2,∆Q there exists ∆β0 such that, for any ∆b, if ∆β > ∆β0 then SRO − SSE < 0.

This result does not depend on the assumed bargaining scenario (see BGM for a proof).

Step 3. Choose ∆P 0
l such that ∆P 0

l > ∆β0 + 1
r

£
SFB − SSE

¤
, where SFB ≡ maxE [Q]−

c (a) stands for first-best surplus. If ∆β > ∆β0 we have SRO − SSE < 0 from step 2. Then

SRO − max ¡SSO
l , SSE

¢
< 0, and the necessary and sufficient condition for the relational-

outsourcing contract to be self-enforcing, i.e., equation (17), fails. If ∆β ≤ ∆β0, on the other

hand, we have that ∆P 0
l > ∆β, so the second term on the left-hand side of the feasibility

constraint (17) is at least ∆P 0l − ∆β ≥ ∆P 0
l − ∆β0 > 1

r

£
SFB − SSE

¤ ≥ 1
r

£
SRO − SSE

¤ ≥
1
r

£
SRO −max ¡SSO

l , SSE
¢¤
, so once again the necessary and sufficient condition fails. There-

fore, we have that too large a variation in the alternative-use value makes relational out-
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sourcing infeasible.

Step 4. To complete the proof, set ∆P ∗l = max {∆Pl,∆P 0
l }; because ∆P > ∆Pl, spot

outsourcing is not efficient, and because ∆P > ∆P 0
l , relational outsourcing is not feasible.

A.5 Proof of Lemma 3

The result holds trivially for a situation of high asset specificity: any ∆Q > 0 will do -see

equation (A1). Next consider the case of outside options under Al, i.e., a situation of low

asset specificity. The difference SSO
l − SSE is increasing and linear in ∆Q. Hence it will be

positive for any ∆Q > ∆Ql =
(p21+p22)∆P

2(q1p1+q2p2)
(as long as ∆Q < 2PL−QL to satisfy Al). Finally,

we can show that a similar result holds in the case of bargaining with inside options. Define

∆QBGM as the threshold for this case. From BGM we know that, in their setting, the joint

surplus under spot outsourcing is SSO
BGM = QL +

3
8
(q21 + q22)∆Q2+ 1

4
(q1p1 + q2p2)∆Q∆P −

1
8
(p21 + p22)∆P 2. For the case of inside options the threshold ∆QBGM is the positive root of

SSO
BGM −SSE = 3

8
(q21 + q22)∆Q2+ 1

4
(q1p1 + q2p2)∆Q∆P− 1

8
(p21 + p22)∆P 2 = 0. Since SSO

BGM

is strictly convex in ∆Q and SSE is a constant, for ∆Q > ∆QBGM we have the result in the

lemma.

A.6 Proof of Lemma 4

We will proceed in several steps to prove the lemma.

Step 1. Too strong an incentive based on the value of the good to the downstream party

makes relational contracts inferior to spot outsourcing, i.e., given q1, p1, q2, p2,∆P , there

exists ∆b0 such that, for any ∆β, if ∆b > ∆b0 then SR − SSO < 0. For the case of in-

side options, notice that the difference between SR and SSO
BGM = QL +

3
8
(q21 + q22)∆Q2 +

1
4
(q1p1 + q2p2)∆Q∆P − 1

8
(p21 + p22)∆P 2, seen as a function of ∆b, is a concave function

(SSO
BGM stands for the joint surplus under spot outsourcing in BGM’s setting, and SR for the

surplus under relational contracting). Hence, it will be negative for sufficiently large ∆b, i.e.

for∆b > ∆b0, where∆b0 is the largest root of SR−SSO
BGM = (q21 + q22)

£¡
∆Q− 1

2
∆b
¢
∆b− 3

8
∆Q2

¤
+ (q1p1 + q2p2)×

£
(∆Q−∆b)∆β − 1

4
∆Q∆P

¤−(p21 + p22)
¡
1
2
∆β2 − 1

8
∆P 2

¢
= 0. For the case
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of outside options and high asset specificity (i.e., under Ah), we have the same reason-

ing for ∆b0 equal to the largest root of SR − SSO
h = (q21 + q22)

£¡
∆Q− 1

2
∆b
¢
∆b− 3

8
∆Q2

¤
+

(q1p1 + q2p2) (∆Q−∆b)∆β− 1
2
(p21 + p22)∆β2 = 0.

Step 2. Choose ∆Q∗n (n = BGM,h) such that 1
2
∆Q∗n > ∆b0 + 1

r

£
SFB − SSO

n

¤
, where

SFB ≡ maxE [Q]− c (a) stands for first-best surplus. If ∆b > ∆b0 we have from step 2 that

SR − SSO
n < 0. Hence SR −max ¡SSO

n , SSE
¢
< 0, and the necessary and sufficient condition

for any relational contract to be self-enforcing fails (since the left-hand side is always positive,

and we have shown that the right-hand side is negative). Hence, no relational contract is

feasible in this case, and when incentives based on Q are strong, the efficient governance

structure is spot outsourcing for ∆Q large enough (as in Lemma 3). If incentives are not too

strong, i.e. if ∆b ≤ ∆b0, on the other hand, we have that 1
2
∆Q∗n > ∆b, so the first term on

the left-hand side of the feasibility constraint (19) is at least 1
2
∆Q∗n −∆b ≥ 1

2
∆Q∗n −∆b0 >

1
r

£
SFB − SSO

n

¤ ≥ 1
r

£
SRO − SSO

n

¤ ≥ 1
r

£
SRO −max ¡SSO

n , SSE
¢¤
, so once again the necessary

and sufficient condition fails. Therefore, we have that too large a variation in the value to

the downstream party makes relational outsourcing infeasible.

A.7 Proof of Lemma 5

From step 2 in the proof of Lemma 4, if the optimal contract calls for weak incentives on

Q, set ∆ eQh = ∆Q∗n (n = BGM,h) to obtain the result. Because incentives are not too

strong, relational employment is still feasible (although relational outsourcing is not) and

more efficient than spot outsourcing. By Lemma 3, spot outsourcing yields higher surplus

than spot employment.

A.8 Proof of Proposition 4

This proof will follow that of Result 2 in BGM (p. 76). Assume aRE1 < aFB1 and aRE2 < aFB2 ,

so that relational employment yields actions below the first-best level. It must be the case

then that the reneging constraint (18) is binding. Consider implementing the same incentives,

∆b and ∆β, through relational outsourcing instead. The same actions would obtain, but the
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reneging constraints would differ. In the case of high asset specificity, if ∆b ≥ 1
2
∆Q then

the left-hand side of the relational-outsourcing reneging constraint (19) is smaller than that

corresponding to relational employment, expression (18). Since the right-hand side is the

same, the constraint is slack, and actions can be increased. On the other hand, if∆b < 1
2
∆Q,

no relational-outsourcing contract may be feasible. But if feasible, then a small increase in

∆b increases actions and reduces the left-hand side of the feasibility constraint.

Analogously, in the case of low asset specificity, if ∆β ≥ ∆P then again the-left hand

side of the relational-outsourcing reneging constraint (20) is smaller than that of relational

employment, and actions can be increased. But if ∆β < ∆P , no relational-outsourcing

contract is feasible or, if one is feasible, a small increase in ∆β increases actions and reduces

the left-hand side of the reneging constraint.

Hence, it would not be efficient for a relational-outsourcing contract to provide incentives

as low-powered as those of a relational-employment contract.

A.9 Proof of Proposition 5

The first best actions are those which maximize the joint surplus E [Q] − c(a). Under the

assumed functional forms, these are the solution to

max
a1,a2

QL + (q1a1 + q2a2)∆Q− 1
2
a21 −

1

2
a22

Therefore,

aFB1 = q1∆Q

aFB2 = q2∆Q

SFB = QL +
1

2

¡
q21 + q22

¢
∆Q2.

Under a relational contract, the upstream party chooses actions to maximize

(s+ bL + βL) + (q1a1 + q2a2)∆b+ (p1a1 + p2a2)∆β − 1
2
a21 −

1

2
a22.

Her optimal choices are given by

aR1 = q1∆b+ p1∆β,

aR2 = q2∆b+ p2∆β.
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Clearly, we can only have the first best outcome under a relational contract if ∆b = ∆Q > 0

and ∆β = 0, as long as the relevant feasibility constraint is satisfied by this particular

relational compensation contract, namely

• ∆Q ≤ 1
r

£
SFB −max ¡SSO

k , SSE
¢¤
, k = h, l, under relational employment;

• 1
2
∆Q ≤ 1

r

£
SFB −max ¡SSO

h , SSE
¢¤
, under relational outsourcing and Ah; and

• ∆Q+∆P ≤ 1
r

£
SFB −max ¡SSO

l , SSE
¢¤
, under relational outsourcing and Al.

The proof follows from direct inspection of these inequalities above.
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