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1 INTRODUCTION 
Tlie recent literature on houndedly ration,i.l learning in macroeconomics has 
centered, almost exclusively, on the issue of convergence t.o rational expec-
tations (RE). This literature did not, pay attention to the beha.vior of the 
models during thr. transition t.o the rational expectations equilibria.. It. is 
commonly believed that, using models of learning to explain empirirnl obser-
vations would entail problems simil;i,r to I.hose found in models of adaptive 
expectations, na.mely, that. there arc too many degrees of freedom available to 
the economist so that; I.he models a.re not fa.lsifia.ble, and that expectations a.re 
inconsistent, with I.he model. On the other hand, the RE hypothesis places 
very strong requirements on agents' knowledge a.bout the ecoriorny, and it 
seems importa.nt to study the effect of small deviations from full rationality, 
specially in very unstable environments like the hyperinflation episodes we 
want to study .. 

The purpose of this p;i.per is to show th;i,t, a model of learning can explain 
the observa.tions of recurrent. hypcrinfla.t,ions in many economies during the 
80's. In ordN to nvoid the two criticisms mentioned a.hove, we restrict our 
st.ucly to learning mechanisms that, produce good forecasts within the model; 
therefore, our choice of learning mechanism is rcsl.rictcd and t.hc model is 
falsifiable; also, since tlw resulting crp1ilibria reinforce the use of the learning 
mechanism (because good forecasts are generated a.long the equilibrium), 
a.gents expecf;a.tions a.rr. not inconsistent with the model. 

The observation of recurrent hyperi11fla.tions in many economics during 
the 80's is quite striking. In several rnuntrics, i11fla.tionary peaks occurred in 
succession, wit.Ii periods of fa.irly low inflation in between. These peaks ap-
pear t,o be independent. from any strong movement in funda.mental variables 
and, in pa.d.icular, f.herr. seems to he some consensus I.hat I.he peaks in infla-
tion were not caused by peaks in seigniorage1 • Nevertheless, ·it. is observed 
that; countries with a.vcrage high seigniorage tend f.o have large inflation. 
Also, it is observed that, excha.nge rnte controls an~ able t,o reduce inflation 
temporarily. The t.ra.nsition of the model under learning reproduces these 
stylized facts, much hef.ter tha.11 a.ny of I.he alt.ernaf.ive explanations a.vailable 
in the literature based 011 RE. In addition, 011r model docs not rely on ;i.gcn1.s' 

1 For del.ails, sec Bruno et. al.(Hl88) and (lfl!Jl), S;irgenl. and Wallace (l!J87) or Zvi 
Er.ksl.ein (1987). The numb<-m, report.eel am from I<icgud nm! Livia(.an (l!J91). 
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ha.ving a perfect knowledge about, t.he economy; this is a good thing to ha.ve 
in most a.pplica.tions, but specially if one wa.nt,s to explain observations on 
recurrent hyperinOations where, apparently, the belrnvior of the economy was 
quite difficult to discern. 

The economic fundamentals of I.he model we present are standard: a 
money demand function I.hat depends on inflation expectations and ;i, gov-
ernment budget constrninf. that sustains government's exogenous seigniorage. 
A fixed exchange rnLe rule (ERR) is esta.blishecl if innation goes beyond a 
certain high level. We depart, from the usual assumption of RE, and as-
sume that a.gents form their expedations by learning about, the model as the 
economy goes a.long. We show t.ha.t the model accounts for the facts just 
described. 

Our learning rules a.re chosen to sa.f.isfy some lower bounds on rationa.lit.y 
a.ncl, in this sense, we call our le;i.rning rnles pseudo-rational. If inflation 
is stable, a.gents incorporate new information slowly into their beliefs: in 
the language of stochastic approximation, they use 'decreasing gains'. But 
if a.gents detect instability (a burst in inOation), they quickly incorporate 
new information; in the language of stochastic a.pproxima.t.ion, they 11sc a 
'constant gain' a.lgorif.hm. By combining decreasing aucl const,ant. gains, the 
same learning mechanism produces good forecasts in periods of rcla.t.ively 
stable infla.t.ion and during hypcrinnations. The sensitivity of the learning 
mechanism is wha.1. generates good foreca.sl.s within the model, a.nd it is also a 
crucial ingredient in genera.ting the hyperinnationa.ry episodes in the model, 
since it rna.kcs it rnore likely (,hat agents' cxpcct.ations land in the unstable 
region of the dynamic system of the economy, where a hyperinfla.l.ion occurs. 
Iu this sense, the use of a sensitive learning mechanism is justified by the 
outcome of the economy and, t.herdore, agents a.re likely to stay with this 
mechanism. We provide a forma.lization of this intuition in defining some 
lower bounds on ra.tionalit.y tha.t. the learning mechanism has ~o sa.t.isfy. 

The next section provides a. summary of the stylized facts during hy-
pcrinfla.tions, together wit.h some evidence of four Latin-American countries 
during the eighties. Section 3 describes the sense in which we require pscudo-
ra.tiona.lity. Section /4 presents the model, section 5 characterizes equilibria, 
section 6 discusses 1111merica.l solutions and section 7 discusses the literature. 
We end with the concl11sions. An appendix contains the calculations of the 
rational cxpeda.tions crptilibrium a.11d a. proof of local convergence of the 
learning mechanism. 
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2 Recurrent Hyperinflations 
A number of wnnt.ries, including Argentina., 13olivia, Brasil, Peru a.ncl Israel 
experienced during I.he eighties the highest average infla.t.ion rates of their 
history. Stopping inflation was then, a.lmost the only item in the policy 
agenda. of these co1rntries. While the dura.t.ion and severity of the hyper-
inflations and the policy experiments difrer substantially, there a.re several 
stylized facts t.lrnt a.re common to those experiences and, to some extent,, 
common to the experiences of some European countries a.fter the first world 
war and t.o the experiences of East European countries a.ft.er the end of the 
cold war. These stylized facts a.re 

1. Recurrence of hyperinflationr1.ry episodes. Time series show relatively 
long periods of moderate and steady inffa.tion, and a. few short periods 
of extremely high inflation rates. 

2. Bursts in inflation a.re often stopped by establishing exchange rate rnlcs 
(ERR). In many circumstances, these plans only lower inflation tem-
porarily, and new hyperinflations occur eventually. 

3. For a. given country, tlicl'e is no clear positive cont.emporancous corre-
lation a.cross time bdwcen the size of the seigniornge a.nd the inflation 
ra.l.e. 

4. Across countries there is a clr:ar relation between the size of inflation 
a.nd seigniorage: hyperi11flc1.tions only oc:cur in countries where inOation 
rate is high on average. 

Points 2 and 1 r,an be combined to state the following observation on 
monetary policy: stabilization pla.ns 1.ha1; do nol make a. perrna.ricnt fisca.l ef-
fort (i.e., tba.t, do not. rcdur,e Llw average deficit and average seigniorage) may 
be successful in subst.a.nt.ia.lly reducing t.he inflation ra.te only in the short run. 
Sta.bilizat;ion a.Uempts that, focused only on fixing the exchange ra.te, some-
times with a.dditiona.l price controls, a.re called "heterodox" pla.ns; when I.he 
for,us is on the fiscal adjustment required to reduce government deficit, they 
are called "orl:hodox" pl;i.ns. Most sta.hiliza.tion plans that were successful in 
reducing inOation suhsf.c1.11t.ially and permanently, relied on the fixing of Uie 
exc:hange rate but. t.liey also made a. severe fiscal adj11st.mcnt. to permanently 
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2 Recurrent Hyperinflations 
A number of countries, including Argentina, Bolivia, Brasil, Peru and Israel 
experienced durillg the eigMies the highest average inflation rates of their 
history. Stopping inflation was thcll, almost the only item in the policy 
agenda. of these countries. While the clura.l.ion and severity of the hyper-
inflations a.nd the policy experiments diff cr substantially, there a.re several 
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(ERR). In many circumstances, these pla.ns only lower inflation tem-
pornrily, a.nd new hyperinflations occur eventually. 

3. For a given country, thct·e is no clear positive contemporaneous corre-
lation a.cross time bdwcen tlrn size oft.he seigniorage and the inflation 
rat.e. 

4. Across countries I.here is a clr:a.r relation between the size of inflation 
<1.nd seigniorage: hyperinOa.tions only or,cur in countries where inOa,tion 
rate is high on average. 

Points 2 and -1 ca.11 be combined to state the following observation on 
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fort (i.e., t.ba.t, do not reduce thr. avr.ra.gr. deficit and average seigniorage) may 
be successful in subst,ant.ially reducing the inflation rate only in the short run. 
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are called "or/Jwdox" pla.ns. Most sta.hilization plans that were successful in 
reducing inflation suhst.a.111.ially and permanently, relied on the fixing of the 
exdia.nge rate hut, t.hcy also ma.de a ::,everc fiscal adjustment. to permanently 



eliminate the deficit and Lhe need for seigniora.gc. It is now relatively well 
accepted that this combination of both orthodox and heterodox ingredients 
has been successful a.t stopping hyperinDations permanently. 

Our summary of stylized fads should be uncontroversial2, but first-hand 
evidence to support them is provided in figures 1 t.o 5, which present data. on 
the recent ii1fla.tiona.ry experiences of Argentina., Bolivia., Brasil and Peru. 

InOation rates for selected periods were computed fron:i IFS consumer 
price indexes. These periods have been selected so a.s t.o show the ma.in 
stabilization efforts carried out by ea.eh country a.nd t.he effect they had on 
the evolution of innation. Periods when a.n explicit fixed exchange rate rule_ 
was in plar.e are indicated by shaded areas; the end of the shading indicates 
the elate in which convertibility wa.s explicitly abandoned. Figures 1 to 4 
illustrate quite clearly stylized facts 1 and 2. 

Figure 5 depicts the evolution of the quart,erly3 inflation rate for Argentina 
together with the evolution of the seigniorage for the period 1983 to 1990. 
The left. hand side vertical axis measmes seigniorage as a percentage of GNP, 
while inflation, measured as the log (Pt/ I't-l ), is measured on the right hand 
side vertical a.xis. The figure clearly st,atcs the lack of (contemporaneous) 
correlation across time between t.he two variables (fa.et 3), specially when 
hyperinna.tions are occurring in certain periods o[ rapidly increasing infla.tion, 
seigniora.ge goes clown, and vice versa; alim, the level of seigniorage t.ha.t. led 
the spectacular hyperinOa.tion of tlrn second qna.rter of 1989 is the sa.mc as 
the one of the first quarter of 1981, with subsequent inflation rates tha.t were 
below 80%. 

In this paper we limit our study to some very spccifir. stylized facts. A. 
closer look at Figure 5, however, points to some interesting fads t.ha.t merit 
a more careful cmpirica.l i11vest.iga.tion. Note, in particular, that seigniorage 
appears to lea.d the bypcrinfla.tionary bursts. Also, there is some correlation 
between inflation and seigniora.ge in the sub samples periods .when inflation 
wa.s not too high; for example, in the periods 80.1-82.IV a.nd 86. TI-88. IV. 
Both of these featmPs a.re consistent with onr model but they a.n~ not studied 
carefully in this version of the pa.per. 

2 For insf.ance, see Bruno el; al. (1!)88) and (19!Jl). 
3The dat.a were t.aken from Ahumada, Ganaves1\ Sa11g11irrnl.l.i y Sosa Escudero (J!J!l:1). 

We use q11arf.erly dal,a for l.hi1. Fignre bcca11se I.he seignorn.ge is t.ypically cxpr<'ssed as a 
share of GNP. 
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3 Learning and Lower Bounds.on Rational-
ity 

Until the mid-seventies, economic agents' expectations were specified accord-
ing to a.d-hoc assumptions; the most. popubr alternative was 'a.da.ptivc ex-
pectations'. This was criticized becallse: i) it introduced t.oo many degrees 
of freedom in the specifica.tion of expectations so it ma.de I.be models less fal-
sifiable and, ii) a.gents' expectations were inconsistent with the model; hence, 
rational agents would be likely to a.bandon their adaptive expectations after 
a while, and the predictions of the model would be invalid. The first criti-
cism is hyperbolized by the sentence: 'any economic model ca.n match any 
observation by choosing expectations appropriately'; the second .criticism is 
typified by the sentence 'economic a.gents do not make systematic mistakes'. 
Indeed, it is a mncb documented and well accepted fa.et that 'economic a.gents 
do not make systematic mistakes'. 

The rational expectations hypothesis is, nowacla,ys, the most commonly 
used paradigm in macroeconomics, mainly, because it solved these two issues: 
under RE, expectations are determined by the model; after some time agents 
will just realize that they a.re doing the right thing, and they will 1wvcr 
abandon their ra.t.ional expectations. 

A questionable feature of RE is that, ir interpreted litera.lly, it a.ssun.ws too 
mucb knowledge a.bout the structure of the economy on the part of a.gents. 
The recent literature on lea.ruing in macroeconomics fiuds co11ditio11s under 
which a simplelea.rning mechanisms converge to RE. In the rna.ny cases where 
convergence obtains, the use of RE is reinforced." In this paper we will show, 
however, tha.t by introducing boundeclly rational learning in a very simple 
model, one can ma.tch t.he styJi7,ed fads described in the la.s1, section nrnch 
better tha.t with the existing alternative RE models available in the. literature. 
One could simply argue tha.t. hyperin0ations are such confusing events 1,ltat. 
it is reasona.ble to assume non-RE behavior, but a natural guestion comes to 
mind: are we slipping into a use or karning models that is ,1.s object.iona.ble 
as adaptive expectations?. 

The term boundcdly rational learning (which, in this paper, we use as 

1 For example, Bray (1982), Marcet and Sargent (198!1a., 1989b), Evans and Honka.pohja. 
(1995) or Woodford (1990). For extensive reviews, see the book by Sargent, (1993) an(! 
the survey by Ma.rimon (1995). 
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synonymous with the term learning) is used t.o refer to learning mechanisms 
that place upper bounds on rationality; for exa.rnplc, a.gents a.re assumed not 
t.o know the exact economic model or to have bounded memory. Ma.croe-
conomists have bee11 averse to the use of learning models in order to explain 
empirical observations, probably, because this would be subject to the same 
criticisms a.s ad;i.ptive expectations (non-falsifiability a.nd inconsistency of 
expectations) .. This is why research on learning has concentrated, almost 
exclusively, on the issue of convergence to RE or on the issue of selecting 
among a. multiplicity of RE equilibria.5

• 

The dilemma is the following: on the one hand, RE makes unrealistic 
demands on a.gents' rationality; on the other hand, it seems that by moving 
away from RE we will only fall back into old mistakes and the 'jungle of 
irrationality'. Bayesian learning is not a. way ouf. of I.his dilemma, since it 
requires 1.hat a.gents know part of the model in order to form the likelihood 
function; which simply begs f.be question of 'how did agents learn the like-
lihood function?'. Furthermore, in models wit.h endogenous state variables 
such as the one we lay out in section 4 ( where money, or past inflation, is a 
sta.te varia.ble), Bayesian learning requires agents to use a complicated state 
spa.cc a.nd, in prinr.iple, the Ja.w of motion changes from period to period; 
a.gents oft.en need to remember the whole pa.st, a.nd it is hard to justify how 
agents co11ld learn a law of motion that cha.11gcs every period. Fina.Ily, the 
litcraf.ure has also acrnmulatcd a 1111111bcr of paradoxes generated by Bayesian 
learning, a.mong tlwrn, f.lia.t, small mistakes in the formulation of the prior 
will cause agents f.o make very ha.cl prcclidions, since errors accumulate over 
time6• 

In 1.his ,sect.ion we wan!, f.o set up criteria for specifying learning mecha-
nisms t.haf. a.re immune t.o the two r:riticisms levr:lcd to a.dap(.ive exped.ations. 
Our strategy will he to allow for only sma.ll deviations from ra.tionality both 
a.long t.he transit.ion and asymptotically; t.his solves the issue of falsifiabil-
ity a.nd it does nof. violate reasona.hle definitions of rn.tionalit.y (or psendo-
ra.tionality). Tn of.her words, given an economic model ;i.nd some empiri-
cal observations, we look for l<'.a.rning mechanisms Llrnf; satisfy ccrLa.in lower 
bounds on ra.tionalif.y and that matr.h the observations. In later sections we 

5 A careful j1rntifica(.io11 of thii, position can he found in I.he conclusion of Sargent. ( 199;!). 
6See, for example, Dolt.on and R11stichini (1995) and Marirnon (1995) for dei,cripl.ions 

of such paradoxes. 
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will show this small departure from rationality generates equilibria that a.re 
often quite cliffere.Qt. from RE, precisely in the direction of matching empirical 
observations much better, even if we consider countries tl1at were following 
different policies. 

Let us now be precise about the lower bounds that we place on rationa.lif.y. 
Assume that the relevant expect.at.ion that a.gents h,wc to formulate a.1. time t 
is the forecast of the variable x 1+1, and I.hat. the economic model determines 
that thi:=i variable obeys 

( 1) 
where g is ddermi11ed by market. e<p1ilibrium and agent::;' bchavior, and 17 is 
a vector of pa.rnmd,crn in the economy including, for cxa.mplc, parameters of 
government, policy. Agents summarize past infonna.tion in cert.a.in statistics 
/31(/t ), generc1fod by a learning mecha.nisrn J and I.lie learning patamel.ers1t 
that satisfy 

(2) 
and they :=iet their expectations as a f11ncl,ion of f.hcsc sf.a.tistics, so tha.1. 
xT+t = h(/Jt(fl),xi). For now, (!,ft) a.re unrelated 1.o the model (g,17). The 
learning mechanism f says how new information is incorpora.t,ed into the new 
sta.tisf;ic:=i, while the lea.rning pa.rn.mcters ft govern, for example, the weight 
that, is given to recent informc1.t.ion. In the 1wxt sect.ion we provide a rnncrcf.c 
example for I.he model g a.nd we discu::;s several alternatives for .f. 

Equat.ions (1) a.nd (2) determine I.he C(]t1ilibrium :::e(]ttencc under learning 
for given para.meters. Obviotrnly, since the process for Xt is sclf~referenl.ial, it 
depends on the pa.ramcter /I· but. t,hi:=i dependence will be left implicit in mo:=it 
of the paper. 

Ld, 1rr,T be the proha.bility t.lrnt. I.he pcrcrivrd error::: in a sample of T 
periods, will be within E > 0 of I.lie condif.iona.l expectation error. 

1[{,T = p (;. t [xi+t - :r.1+,r < ;, t [:r.1+1 - Et(x1+1)]2 + E) 
/.::: t t::: I 

where Er(:r.1.1-1) is Lhe true condif.iona.l expectation when agents 11::;c the pa-
ra.meter values /l. 

We dub the:=ie lower bounds [.,BJ, TJJ2, .. , (these name::: were not precisely 
found in a st.rike of creativity). The first, lower bo11nd on rationality we 
propo:=ie JS: 
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Definition 1 Asymptotic Rationality: (I,Jt,g,17) satisfy LBJ if1rc,T--> l 
as T --> oo .for a.ll c. 

This requires lhat the perceived forecast has to be at least as good as the 
forecast with the conditional expedation asymptotically. In I.his ca.se, agents 
would not, ha.ve any incentive to change their learning scheme after they have 
been using it for an arbitrarily long time. 

This seems like a mininml requirement; it; is sirnila.r in spirit to t.he of 
rational belief equilibria. of K nrz ( I 99~ ). It. rules out adaptive expectations 
for most stochas(.ic models, or lea.ruing models where agents use the wrong 
state varia.bles to forecast in h. It. docs not. rule out. models of least squares 
learning that converge to RE7 • 

Even though concepts similar to LBJ can he found in the litcrnt.ure, 
our cla.im is that this is not enough to generate reasonable applications of 
learning models for empirical purposes. The rea.son is tha.t mechanisms that. 
satisfy LBJ can generate very bad forecasts along the trn.nsition, and it would 
be unlikely that rat,iona.l a.gents kept using learning schemes with such bad 
forecasts. For example, we will see l.lrn.t, in our model, least squares learning 
would genera.le very bad forecasts along a. hyperinflation; this is despite the 
fact that; least squa.rcs satisfies LB 1. 

For this reason, we will study learning schemes that imposes additional 
restrictions. Th<" second lower hound Wf'. consider is 

Definition 2 ((-8) Consistency: (f,11.,g,17) sa.t£s.fy l,R2 a.l T i;(1r<,T:::; 8. 

If Ln2 is sat.isri<'<I for most, periods 7', agents a.re 11nlikely to switch f.o 
another learning scheme, even if they were told the whole truth. Clca.rly, it. 
only makes sonw sense to study this prob,ihility for T modcrat.dy high, to 
give a. chance to the sample mean of the prcclidion error to settle down 8 . 

LRJ is unamhig11011sly satisfied (there is a, yes or no answer), but the 
second rcq11ircmcnt. can only he satisfied in a quantitative wa.y, for certain ( 
and 8; t,hc researcher is snpposcd to report to the reader the proba.bilities 1r(,T 

7This requirement wns implicil.cly impoi;ed in I.he lil.erat.urn on sl;abilit.y of RE under 
learning. For example, Marcet and Sargent (1989a) point out t,hat., in t,he limit., lens!. 
squares learning is optima.I in the model al. hand. 

8 Tliis is rclal.ed 1,o t.hr ( f - o) con sis ten r.y rrquircmcnt of F11dcnb0.rg and Levine ( I f)f)fi), 
although 1.hf'y looked at ngcnl.s who learnt, l.o 111a.ximi;1,c l.h0ir ul.ilit.y. 
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for a given model and, hopefully, convince the reader that these probabilities 
are 'sufficiently' high. LB2 is quite stringent; we will sec, however, that. it is 
satisfied by our model for certain para.met,er values even for very strict E and 
8. 

The last bound on rationality requires the agent to use values ofµ that 
are nearly optimal within the learning mechanism f. Denote by /31(m, fl) the 
forecast. produced hy the learning parn.nH~ter rn when a,11 agents are using the 
parameter value ,,. : 

Definition 3 Internal Consistency: (.(, I'·, g, 17) satisfy LB."J for T anrl E if 

Thus, if the mechanism satisfies this bound, agents do not perceive on 
average alternative 11,'s as being much better than the one they have been 
using for T periods9 • Notice that; LB 1 implies that LBS holds for a.II E > 0 
and any m for T high enough; hence, once LB.I lrns been imposed, it only 
ma.kes sense to study LB3 in t.be context of 'moderately high' T. 

Tbe first two bounds compare the performance of the consumer that is 
learning relative to an external agent, who knows (!, 11,, g, 77 ), !.he right model, 
the probability distributions and, in addition, the learning mechanism that 
all other agents are using, nncl is able to calculate the conditional expecta-
tion. The bound LR."J, instead, compares the consumer that is learning, with 
other a.gents I.hat. are forced to use the same family of mechanisms .f in I.heir 
forcca.st.s, hut are allowed t.o pick alt.crnative parameter values I"· This last 
bound replicates I.he intuition of rat.ional cxpcd,ations, in the _sense of look-
ing for an approximate fixed point, in which the equilibrium expectations 
that; the consumers are using, minimize the errors within thr, mechanism f. 
These criteria could be readily generalized to more complicated models or to 
objective functions othN than the average prediction error. 

Rational expectations ca.n be interpreted as imposing extreme versions 
of the second and third bounds: RE satisfies LRI; it also satisfies LB2 for 

9 1Dvans and Ilonkapolija (Hl!13) propm:r. to use a rdal.r.d criterion. 
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7ri,T = 1 for all E and T large enough. J\lso, if h uses the right state variables, 
if f is a dense class of fun di ons (for example, polynomials) and we impose 
LB3 for any E, T, we are left with ra.tional expectations. In this sense, a 
learning mechanisms that satisfies all the above bounds can be interpreted 
as a small deviation from full rationality. 

In solving the model of this paper, we will be using LBJ and LB.1 as 
our main criteria. We are currenLly solving the model with LB2 and the 
preliminary results look promising. We expect to include these resuHs in 
future versions of the pa.per. 

4 THE MODEL 

4.1 Economic Fundamentals. 
The assumptions in I.his s11bsection are standard. The model consists of a 
portfolio equation for the demand of real money balances, a budget constraint 
equation relating seigniorage, money creation, and changes in reserves, and 
a rule for establishing fixed exchange rates. '· 

Money demand 

The demand for real balances is given by 

(5) 
where , and c/> are para.meters, P1, M!,1 ;i.re price level and nominal demand 
of money; Pt+i is I.he price level that ;i.gent.s expect. for next. period. J\s is 
well known, this equation is consistent. with 11tility maximization and general 
equilibrium in the cont.ext of an overlapping genera.I.ions model. 

Money snpply 

We assume government polir.y rules that mimic I.hose used by govcrn-
ment,s with hyperinnationary experiences in the last decade. Seigniorage is 
::;pecificd exogenously, and money crc;i.l.ion is driven by the need to finance 
seigniorage; on the other hand, government's concern a.bout current levels 
of inflation prompts the government, to establish a fixed exchange rntc rule 
(ERR) when innation gds out, of hand. Seigniornge is given hy an exogenous 
i.i.d. stochastic process { dt}~0 with mean d. and variance o-?i, and it is t.he 
only source of uncert,a.int.y in the model. 



In periods wit,h no ERR, the government bndgct constraint is given by 

1\11 = 1\11-1 + diI't 

which determines money supply Mt. 
Exchange Rate Rules 

(6) 

In periods of ERR, the government pegs the nominal exchange rnt.c by 
buying or selling foreign reserves ,1,I; an exclrnnge rate c1 satisfying 

whei·e fi is the target.Pd inna.t.ion rnt.c, and I'( is the price level abroad. 
Arbitrage in the int.erna.t.iona.l currency market implies that 

Pi -- = fJ 
Pt-I 

(7) 

a.nd that the 1.argetcd in Oaf.ion ral.e is achieved. I11 order to implement t.his 
policy, the government only needs 1.o know past values of exchange ra.Lc a.nd 
foreign price levels. Jn the case that t,1,rgded innation /J is the same as 
foreign inOation, the government announces a fixed exchange rate; otherwise, 
a crawling peg is followed. 

Under ERR, e()uilibri11m price level is dekrmincd by (7). This price level 
. a.nd equal.ion (5) dd,erminr. the demand for nominal money. In genera.], this 
money demand will not. mat.eh morwy supply as determined by (6), so that 
some variable needs f.o he introduced in order to satisfy the government, bud-
get constraint: the stock of international reserves is the variable that makes 
the a.dj11st.ment, and the government. will enforce the ERR by decreasing its 
reserves. Thcrcfor<'., the following C()1tat.ion holds in periods of ERR: 

(8) 
where H,. denotes the level of international reserves. 

Clearly, convertibility can only he maintained as long as the stock of 
interna.t,iona.l reserves is nonnegative. Thus, there ca.nnot be a systematic 
unbalance between the crn.wling peg and t.hc long run inna.t.ion ra.te. In order 
to take ea.re of this issue, we assume that the crn.wling peg implies a long run 
inflation rnte ecprnl 1.o t.he low steady stat,r. inna.tion rate of the model, 7]. 
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However, some reserves may be lost during the beginning of the ERR. 
This would only 

However, some reserves may be lost <luring the beginning of the ERR. 
This would only be ma.inta.ined with additional policies of accumulating re-
serves during periods of low inflation [or instance. This can be achieved by 
maintaining the ERR while the real value of the money stock is increased 
after the id;abiliza.t,ion. Alternatively, one could interpret a situation were 
the government runs out of reserves as a case in which a reduction on the 
seigniornge is the only way to rest.ore the equilibrium. None of this alter-
natives would change the resull.s of the pa.per in a substantive way. Note, 
however, Urnt the policy or the government in the model is to establish a1i 
ERR after a hyperinflation, precisely when the re,d value of the money stock 
is very low, and thus, the reserves required to back it, are lower. In fact, one 
way to justify delayed intervention with our model is that the government 

· is letting the hyperinflation erode the real value of the money stock to the 
point where if, ca.n easily back it with the available stock of reserves 10. 

One could also argue that a more reasonable policy is to have a permanent 
ERR, so that equation (7) determines t.be inflation rnte and there can never 
be hyperinfiations. This is not quite right, beca11sc then the shocks will affect 
the stock of internat.ional reserves, at a point in which the value of the real 
money stock is high. This can create a. balance of payment crisis, the ERR 
should be abandoned, a.11cl a byperinnation could st.art. But. once the real 
value of the money stock is low enough, a new ERR could be establish to stop 
the hyperinflation. Tints, the qmdita.tivc nature of the equilibrium would be 

. · 1 . I tl . I · 1 · 11 very s1m1 ar w1f; 1 · 11s a tcrna.t1ve po tcy . 
Then, we impose the rule that government policy a.ds f.o satisfy 

(9) 

where {Ju is !,he maximum innat.ion t.olera.f.cd. The ERR is only imposed 
10This interpref;ation would suggest, t.hat l;he burst, in innat.ion af, I.he begining of 1991 

in Argentina was crucial for the succes oft.he Convert.ibilit,y Plan launched in April of the 
same year, because it, snhstant.ially redncecl the value of f,he money stock t,o a point, were, 
at, a price equal to one, the government. could back t.he whole money stock. 

11 In fact, some of the episodes conlcl he descrihed with this balance of payment.-
devaluaf;ion-hyperinOat.ion cycle. for an early explanation along this lines, see Rodrig11e1, 
(1980). 
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in periods when innation would othcrwise violate this bound or in periods 
where no price level clears the rnarket.12. 

In effect, fixing the exchange rat.e acts to reduce the seigniorage and the 
money supply in the economy. In principle, any reduction in the government 
deficit of et (Rt - R 1_t) units would also keep inflation below the bound and 
fix the inflation to 7J in periods of ERR. In fact, the redudion in seigniorage 
that is needed to achieve an inflation equal to 7J is oHen qttif.e moderate, 
which raises the issue of why have governments used ERR instead of lower-
ing seigniorage sufficiently. One possible answer is that lowering seigniorage 
by- the exact amount; requires much more information: it can only be imple-
mented when the government knows exactly the model and all the parameter 
values, including those that determine I.he (bouncledly rational) expectations 
P/+i, and all the shocks. By contrast, an ERR can be implemented only with 
knowledge of /J and /Ju. 

The fact tlia.(; ERR seems to have been the choice of governments under 
hyperinflationary experiences is further evidence that governments live in 
a world where a.gents' expectations and the model generating inflation are 
not easily determined. The second a.dvant,a.ge of ERR for real governments 
would be that, for institutional reasons, it ca.n be implemented quickly, while 
lowering government expenses or increasing ta.xes may take a. long time. 

In summary, the government in onr model sel.s money supply to finance 
seigniorage; if infla.tion is too high, the government establishes ERR. The 
parameters det.ermining government policy are 7], /Ju and the process for d1• 

4.2 Pseudo-Rational learning mechanism. 
Agents a.re a.ssunwd to form their cxpcda.l.ions using boundcdly rational 
learning mechanisms in line with our discussion in section 3. 

Letting perceived inflation for next, period be /31 we have 

P(+ 1 = f3iI't (10) 
We assume that, the learning mechanism is given by 

12Since bot,h I.he denrnnd and supply of money depcmd positively on (,he price level, it 
can be shown that, no equilibrium price exisf.s for high enough /31• See Marcet, and Sargent 
( 1989b) for a detailed dcscri pt.ion. 
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f3t = f3t-l -t- _I_ ( 1

1
;t-J - f3t-I) 

O't 1,-2 
( I 1 ) 

Tha.t is, perceived iuna.t,ion is upda.l.cd by a term I.hat depends on I.lie last. 
prediction e_rror13 . The prcdidion error is weight.eel hy 1 / 011• This is a simple 
version of stocha.8f;ic approximation a.lgorit.hms, where the weights arc oft.en 
denoted the 'ga.iu' sequence. The right side of ( 11) determines the learn-
ing mechanism f in equation (2), together with the evolution of t.he gaiu 
sequence. 

I 1 . . . 1-1 I . . f 'fi I n stoc ia.stic approx1ma.f.1on , f. lP ga111 scqtt<'llCC 1s o f.P-ll spec1 IC< exoge-
nously. Ji'or exampk, consider t.he la.w of motion 

<Yt = Cl'/-1 + 1 ( 12) 

which is coui:;istenf, with (2). Simple algebra. shows that, in this case, a 1 = I. 
and 

f1t = ! t _!l_ 
/. i==I Pi-1 

( 13) 

so that perceived i11nat,io11 is j11st cqua.l t.o the sample mean of past. innaf,ions 
or, equivalently, if. is the result of a. least sq11a,rr:s regression of innat.ion on a 
const.ant.. 

/\not.her exoge11011s gain seq11c11ccs is the so-called 'I.racking' algorithms, 
also known as 'consf.a.nf. gain' algorithms. These sd, a 1 = n· > 1. Here, 
perceived innation satisfies 

l t ( 1) i /11 = --. - L ) - -:-a - ! . n t=I 

( 11) 

1=1This forn111la irnplies I.hat. a.gcnl.i; do nol. 111,c toda.y's i110at,io11 in order to formulate 
!.heir expecl.ed inOal,ion; I.he last observed inOal.ion ui;cd t.o fornrnlal.e expect.at.ioni; at, l is 
infla.t.ion at, l - 1. Thii; ai;i;11111ption is madr purely for convenience; it. simplifies solving 
I.he model, i;incc it. avoids si11111lat.eneit,y in t.he det.erminat.ion of perceived inOal,ion and 
inflat.ion. It. wonld prohahly he more dei;irahle t.o i11corporat.c t.oday's inflation in (31, 

since informal.ion aho11t. pricei; is revealed very <Jllickly and, in a hyperinOaLionary world, 
inOal,ion may change st.ronp;ly from one period l.o t.hr next.. Fmt.lwrmore, inc.orporat.ing 
today's inOal.io11 is likely l.o improve I.he empirical fit. of I.he llloclcl 1111drr learning, i;ince 
LTJ2 and l!J.1 arc even 111nre likely l.o hr. sat.isfiecl. V11e an' planning t.o inb·odnce t.his cn~c 
in t.he final version of this paper. 

HSer., for example, H.ohhins a.nd Monro (1%1) and Lj1111p; a.11rl Sodernt.ro111 (JD8:3). 



so tliaf, past inforn1;i.Lio11 is now a wcigh!.r-d avcragc of pa.sf. inOa.t.ions, where 
tlic pa.sf; is discomitcd al; a. geomd.ric rnf.e. 

Notice tl1;i,t, leas!. S,fllarcs ( 13) gives equal weight to all past. observations, 
while tracking ( H) gives more import.a.nee to recent, events. Which alter-
native algorithm gcncrntes better forecasts depends on whd.hcr the system 
genera.ting inAa.t.io11 is sf.a.hie or not; t.hc '1.rncking' system is dcsigncd 1.o adapt 
more quickly to a change in the cnviro11111enf., whilc lr-a,sf. S(Jllarcs has good 
chances of being superior wh('ll t.lw environment is stable. 

Unfortunately, neither of thcsr. alternatives h<l.s a good chance of sa.Lisfy-
ing the lowr.r bounds on rationa.lit.y. This will be clear from onr calculations 
in the next iwd.ion, huf. I.he main intuit.ion can !Je provided now. Tm.eking 
( I 1) performs poorly in sLa.blc periods, hr.cause tra.cking algorithms do not 
converge to a constant, since the prediction errors always affect the percep-
tions; in fact., it does not even satisfy LB I since, 1111der RE, pc~rccptions a.re a 
constant. (see appendix 1 ). On I.he other hand, if 011r model has any success 
a.I. replicating the observations on rerurrrnt hyperinna.tions in Figures 1 to ;5, 
lf>.ast sq11ares does 1101. havP a cha.nee of p;r•.ncrn,Ling 'good' forecasts becct.11se, 
a.long a. hyperinnat.ion, forn111lct. (13) will he cxt.rerncly slow in adapting d11r-
i11g tJ1e b11rsts in inn;i.tion. fn I.hos<: prriods, 'Lrncking' will be a. bet.I.er idea., 
so tha.f. IC'ast sq11arcs docs not sa.tisfy T,/12 or LB:J. 

Sincc I.he phe11ome11011 of rec11rr<•11t, liypnri11nt1.tio11s sce1ns to have bot.Ii 
sf.a.ble and 1111st.able periods, WP. will specify a. learning rnr.chanism Lha.L uses 
OLS in sf.able pcriocls and it swif.r.lJC's to 'I.racking' when sonw inst.abilif.y is 
dct.eded. This ;i.11101111!.s to ass11mi11g tha.t ;1.genf.s 11se ;i.11 c11doge11011s gain 
seq11e11c<: s1ich tl1at, a.s long a.s agents don 'f. ma.kc la.rge prC'cliction errors, I.he 
weights 1/rri decrea.sr over f.ime at I.he same ra.tc as in lca.st S(JUa.res, hut in 
prriods whctT a lct.rgr predicl.io11 error is ddectcd, I.he weight. is increasC'd to 
a. fixed va.l11e 1/(r, mimicking I.he 'I.racking' algorithrns. Formally, the~ gain 
SC(Jtlf'nce follows 15 

n, l O't-1 + 1 ( 15) 
(1' 

Thus, thc expedaf.io11 formation 111erha.11ism is l.!te same whet.her or not 
1r,ln (.ltis version, we specify I.lie 1naxi11111111 ac.cepl.ahle error 11 as a giv('JI paramcl.er. An 

i11t.cresl,ing cx(,ension wo11ld lw to relate 1.1ml, value l.o t,hP perceived val1w or t.he sl.;cindard 
devial.io11 or 1.lw variahlrs. 
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ERR is enforced. The convcnt.ional wisdom tlrn.1. the import.a.nee of a.n E,RR 
is the effrct it has 011 expec.1,ations is co11sisl.e11t wil.li the model, since the 
exchange ra.Lc rule ha.s an impact on expectations by its effect on the current 
price level and by scHing the gain factor to its base value a. 16 

In summary, we assume t.ha.t tlH'. ga.iu sequence of the learning mechanism 
is upda.Lccl a.ccording 1.o OLS in periods of stability, b11t it uses constant 
gain (or tracking) in pc~riods of i11sf.ahilil.y. Tlic learning 111cclw.ni:rn1 is fully 
described hy equal.ions ( 11) a.nd (1 !5), /,. is <:r1ua.l Lo the pcr,civcd infla.tion, 
and the lca.rning p;:i.ra.mf'Lers /'· a.re given by 11, fr. 

5 Equilibriu1n under learning. 

The sysl.crn of v;:i.ria.hlcs I.ha!. we twee! to solve for is {7f,-;--, /J1, Ct't}. We first. 
describe how t,o solve I.lie rnocld given some learning parameters. Usi11g 
simple algebra it is easy l,o show tlrn.t cc111ililiri11m infla.1.ion sal.isfics 

J-,\/31 I 
1- ,\/1, -1'cl, 

7J 
jf Q < l-,\/11 I < {Jl! 

l ->./1,-l'rlt 
ot.lwrwisc, 

( I G) 

while (]1 and n-1 arc~ dcl.crminc.d from (11) and (15). This defines a system 
of sl.ocha.::d.ic, ser.011d order difforc11r.e equal.ions; chara.deri7,i11g the solution 
a.nalytically is 1111b1.siblc due to tlie fact that the syRtcm is highly nou-lincar. 
Port111rnl.cly1 solving (.lw rnoclcl 1111nH~rict1.1ly is cxtrc111cly simple 

Even though the sol11tions will bc ana.Jy7,ccJ by 11mncrical simulations de-
scribed in I.he next sc,tion, Rorne i11t11it.ion for tlw IH'havior of I.he model ca.n 
be provid('d a.I. f.hiR point. Define the> r1111dio11 

h(/J, rl) 1-,\P 
l-,\f/-1'd 

fi 
if O < l - ,\{J < (Jll 

1-,\(/--yd 

otl1crwiRr\ 
( 17) 

If (J,. '.::::: //1_ 1, t.hc11 fl,./ f>,_ 1 '.::::: h((J1, dt); t.lwrdorc, Llic graph of h( ·, cl) i11 rigurc 
G can lw inl,Nprd.rd a.R providing a.n approximation of the a.d11a.l i11flaf.io11 

ir.111 I.he final version of I.he paper we ;i]i;o w,inl, f,o explore a lcr1rning 111cclrnni1,m where, in 
periods where (.hr governrnenf. esl.ablishe::. l~RH., agenl.::; scf. f,hr.ir hclicvcd inflation equal f.o 
I.he t.a.rgef. i11flr1.t.ion so f,hal. /;1 :::: fi. This wo11ld correspond f.o a r.asc wherr. I.he government's 
plans a.bout, t.argr.t.ed inflation are fully credihlc. Preliminary rnlr.11la.f,io11s indica.tc f,ha.t. I.he 
behavior oft.he modrl doc:- nof. ch;rnge qualitat.ively. 
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ra.t,e as a rundion or perceived inna,tion. The first graph corresponds to a low 
average level of seigniorage E( d1) = d.; the dot.I.eel lines co11b1i11 the values of 
the funcl.ion h(•, d1) a.::, if. shifts due to shocks to seigniorage. The limiting 
ra.tiona.l expectations e(]11ilihrium fJJiE is close f.o the lower fixed point or 
h(·, d) (see appendix 1 ). 

On average, ir fJ,. E S, i11na.tio11 is closer Lo fJJrn t.ha.n perceived i11na.l.io11; 
this pushes perceived inrlaf.ion, in avera.gc in the dirccl.io11 or /3)rn- H.011glily 
speaking, S is t.he stability set of perceived iufla.tion. On the other hand, 
if perceived i11flc1.tion is in U, a.dual in0ation is always higher than /3,., so 
that a hyperinrla.tion will occur until the upper bound (Ju is reached; then, a. 
fixed exchange rule will he established, and this will bring hack the economy 
into tlw stable set. ThC! economy may end up in tlw sd U due to a n11rnber 
of reasons: a. few high shocks t.o seigniora.ge when o-1 is not yd; close 1.o 
zero, initia.lly high pe1-ceiv,,d inna.f.ion, the second-ordn dynamics which a.cld 
momcntt1m to increasing inflation, de. 

Notice that the cr.onomy is likely to end up in f1 if I.he gain a is large 
since, in that case, perceived inna.tion is more~ heavily influenced by shocks 
to ad.ua.l i110ation; if o-1 is a.rbitra.rily close f.o ,wro and initial inna.t.ion sf.a.rf.s 
out iu 8, hypcri11rla.f.io11s are impossible. n11t. if hyperinna.t.ions occur, a.gPnl.s 
will set the weigh(·, n 1 = n, so t,l1a.l. !.lie presence of hyperinrla.tions prompts 
a.gents to pay more a.U.cnf.ion f.o rccen(, obsf!rvaf.ions which, in turn, makes it 
more likely Llia.t hypc.rinna.tions occur. 

This inf.11ition I.ells 11s I.hat thr model is consis(,cnl. with stylized fa.rt l, 
since a number of hyperinna.t.ions may occm in I.he economy before it. sef.1.lcs 
down. Also, it is clca.r I.hat a.n EH.R will end ea.eh hypcrinfla.l.ion, so f.ha.f. fa.et. 
2 is found in this model. Also, once (J1 is in I.he s~t. U, i11na.tio11 will grow 011 

a.vcra.ge CVf'll if scigniora.ge stays ro11ghly constant., which is consisf,cnf. with 
fa.ct 3. 

To a.nalyze fa.d '1 , consider I.he second gra.ph or Pigure G, which corre-
sponds to a. high a.vera.gc level of Sf!igniora.ge. Now, the stable set Sis much 
sma.ller; rmthennorc, the hyperinrla.tiona.ry sd U is dangerously close to I.he 
rational expccta.1.ions e(]11ilihri11rn, where thP Pconomy tends to live; it, is more 
likely for I.he model to end 11p in I.he~ sd l! and a hyperinflation to occ11r. 
Thus, I.he model is wrll endowed to 111,d,ch f.hc high cross-country corrcla.f.io11 
of average scigniora.ge and the occ111-rcncf! of l1ypcrinna.tio11ary cpisodPs, and 
fact 1 is consistent wif.h the model. 

rinally, we want to rcsl.rict 011r sf.11rly f.o those ka.rning nwcha.nisms !.ha.I. 



are pseudo-ratiorrnl in the sense of satisfying L/31 ;i,ll(l [.,!JS. We will also 
study LB2 as a.n a.Jl.erproduct. 

Vie discussed previonsly why lec1.st sg11arcs or tracking were unlikely t.o 
satisfy the lower bounds on rationality specifictl in section 3. From that 
discussion, it is clear that the learning mechanisrn proposed here has a cha.nee 
of satisfying those rrit<'ria for positive a's: I.he algorithm c.a11 be slrow11 t.o 
converge to the rational cxpecta..!.ions cq11ilihrinm (sec appc11dix 1), so tlw.1. 
LBJ is satisfied. From our previous intuition, when a is high, hyperi11Ilat.ions 
are likely to occur, so that setting <Yt = a is likely to generate good forecasts 
within the model, so f.ha.t. f.,R:J is lil«~ly to he satisfied for a's that generate 
hyperi n nations. 

\Ne an~ now n'ady to ddine our rr111ilihri11rn concept. The variables we 
have to dd,ermine arc the sf'.q11enres of inna.tion, expected innc1.tion and nom-
inal ba.lanccs, together wif.h the pa.rnme1.er 7Y. 

Definition 4 JI scqncncr. { 1(~
1

, fit, fl,ft} is an f, T rq11.ilibri11.m if: 

I. c--:ivcn °?Y, { ,f~
1 
,/3,, Mt} sa.lisfy (16), {I I}, {!5} al. all periods. 

whr.rr. fJ,.(fr, m) is lhr. .fnrrrnsf nf inflation oblo.incd if m rcplarr.s a in 
r.qun.fions (II}, (15}. 

6 Characterization of the solution by si1nu-
lation. 

To ge110rnf.c 1,i111ulal.io11s wc 1111ml. a..ssig11 valiws for I.he pa.rnmctcrs of the 
economic f1111da.mc11l.als, 1.he monr.y dc111c1nd rri11c1Lion a.nd Llw govcrnmcnl. 
policy. For 1.hc monry dcma..nd cq11at.ion, wr. have to ddcrminc the two 
parn.mcl.crs in I.lie linrar f1111d,io11a.l form /l. It is well k11own, though, thc1.I. 
the linear fllnd.ional form rloci, not perform vcry wC'll empirically. l-Jowcvf'r, 

10 



departing from linearity would make the analytics of the model impossible 
to deal with. 

While we do rnain1,c1.i11 linearity, W(', want to use parameter va.lues I.hat. a.re 
not clearly at odds with the observations. Since we arc interested in the public 
finance aspect of i110a.t.io11, we use ohserva.Lions from empirical Laffer curves 
to calibrate the two paramdcrs. In pa.rt.ic11lar, as one empirical implica.t.ion 
of our model is that "high" average def1cits increase the probability of a 
hyperinflation, we need Lo hc1.ve a benchmark to discuss wha.t high mea.ns. 
Thus, a na.tura.l restriction to impose to our numbers is that the implied 
maximum deficit is dose t.o what ca.s11al obscrva.f.ion of the data. suggest. 
A11d we also wa.nt the inOc1.f.ion ra.te that maximi7,cs seigniorage in our model 
to be consistent with the obserw1.tio11s. 

Jn Figure G we plot ci11c1.rt,erly dat.c1. on i110ation rc1.tes and seigniorage c1.s a. 
share of GNP for Argcntina.17 from HJ80 to 1990 from Ah1mrnda., Canavcse, 
Sang11inct.ti y Sosa ( 199:3). While there is a lot of dispersion, it seems that. 
the maximum fea.sihk s,-igniorngc is around fl% of GNP, and the innation 
ra.te tlrn.t maximi7,cs seigniorage is dose to 60%. These figures are consistent 
with the 1111clings in Fcrna.ndr.7, a.nd M;i.nt;d (1989), Kicgud c1.ncl Ncwrnaycr 
(1992) and Rodriguc7, (HHJl). 

The para.meters of the money demand, and r/J, a.re 1111iq11cly dct<'rmincd 
by the two 1111mbr.rs a.hove. Note that the money demand function 5 implies 
a. st.ationary La.ff er c11rve cciua.l to 

1r 1r I ( 1 ) --111. = --- 1 - -(I+ 1r) 
l+1r l+1r-y </> 

( I 8) 

where m is t.hc rcc1I q11;1.11t.it.y of lllOll<'.Y a.nd 1r is I.he i11fla.t.io11 rnte. Tli11s, the 
i11flatio11 ra.tc that rn;1ximi7,cs seigniorage is 

which, sdt.ing 7r* = GO%, implies rp = 2.5G. Using this figmc in 18, and 
making I.lie rnaxi111111n rr.vr11uc eci11al to 0.05, implies , = 2.7. The Laffer 
c11rvc implird by our pa.rn.met.crs is also plot.1.ed in Figure 6. A cir.cent Ill. is 
ohtc1.i11ecl. 

17The choice or ro1111t.ry is arbrit.ra.ry. VVP rhosr ArgP11t.i11a hf'ca11::.c we were more farnilia.r 
with I.he data. 
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For die standard dcvia.t.ion of tlw ddicit we 11sed 0.01 18 • The parameter 
v, which Jneasun~s the error level at. which the learning rnle sets alpha, eq11a.l 
to the base value was set equal to 10%. 

Finally, we assumed that t.he government established ERR whenever ex-
pectations were such t.Iia.t inflation rates would be above 5000%, so Lha.t we 
set /Jr, = 50. 

As wr. mcnt·iorwd a.hove, the maximum lr.vcl of avr.:-a.gr. 8eigniorage in the 
model is 0.05. In ordr.r to (Jttantify the relevance of the average seigniorage 
(which dctermine8 fad 4), we performed our c;:i,lc1tlaJ,ions for four different 
values of the deficit., 0.049,0.047,0.045 and 0.043. 

First of all, we describe the typical behavior of the model. A particu-
lar realization is presented in Figure 7. That realization was obtaiued with 
a deficit f'()Ual to 0.049, a standard deviation e(Jual to 0.01, and the initial 
alpha. a= 0.2. Tl1cse va.l1w8 correspond to a parf.irnlar C(Juilibrinm we de-
snibe hclow, cxc<'pl. that this particular simulation is larger thr1.u I.lie ones 
described below. This grnph should not, lw. ta.kr.11 as representative in any 
way. Hs only role is to show the pot,cntia.l of the model to genr.rate enorrnous 
inflation ra.t.cs. In I.he same graph, we also plotted a horizontal line at the 
two stationary rnt.ional expedat.ion C(Jllilibria., t.o show how the model ca.11 
genera.I,(' innat.ion ra.Les l.lrnt a.re way higher Lha.n them. The economy starts 
close to IJw low st.a.tionary r.<111ilibri11111. When a. large shock occurs, it. drives 
perceived inna.f;ion into U1r. 11nstabl<' region U. Then a. hyperinflation episode 
starts. Eve11t11a.lly, ERR is csta.blished and the r.conorny is brought ha.ck into 
I.he s(,a,ble rf'gion. If 110 large shocks occurred for ,i. long while, the rnodcl 
would converge to f.llf' rn.tional r.xpecf.ations c<111ilihri11111; howevPr, sin,c a.v-
era.ge seigniorage is so high for this sinrnla.tion, it is likely that a new la.rgr. 
shock will pllt thr. economy ha.ck into the 11nstable region and a. new burst in 
iuOaf.ion will occur. Clearly, we hc1,vr. rernrrenf. hyperinfla.f.ions, stopped by 
ERR, wif.ho11t scria.l rorrela.tio11 hdween scigniomgc ;:i,ncl innaLion (foe.Ls 1, 2 
and 3). In order to r<'d11c.c (or evenb1a.lly <'.li111i11af.c) the d1a.11ces of havi11g a 
n<'w burst, I.he gow~rnlllf'nL must rf'ducc t.hr. amo1111t of sf'igniora.ge collected 
a.nd i11cr0ase the size of t.lw stable set (an "orthodox" sta.bili7,a.tion plan); this 
would sr.pa.ra.f,e tlw two l10ri7,011tal lines and if. would stabilize the economy 
perma.ncnt.ly. 

111 Wf' also tl8C'd a val11(' ror sig111a f'()ll:d t.o 0.005. Th(' ff'Sllll.s WP.f(' similar P.XCC'pl, I.hat., 
as r,xpr,cf.C'd, t.hf' prohahilit,if's or hypr,rinnat.ions W('r(' lowN. 
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An import.ant. a::q)('cf. of t.he pa.ra111cf.cr select.ion is the choice of lea.ru-
ing pa.ramders. We look for cv that satisfy the lower bo1111d criterion L/3.'l. 
for (<:,T)=(.01,120). Tables 1, 3, ,5 a.nd 7 report. tlw mean sguarc errors 
in the right. side of ( ); the mP,u1 SCJlli'l.r<~ errors a.re c;1.lc11la!.cd by Monte-
Carlo intcgra.tion19. Ea.eh column reports I.lie MS8 for a. diITcrcnt. & a.d.ua.lly 
used by a.gents, ea.eh row rdcrs t.o the forcca.st.i11g error f.hal, wonld l,c ma.de 
with a.lf.ernative learning parameters m. We included 1:3 points hdwccn 1.2 
and O for & a.ncl 1.hf' a.H.erna.t.ivc lea.rning pa.ra.mel.crs rn. In a.ccord<1.nce wit.Ii 
LB3, those a.11.ernat.ivc ka.rning pa.ramd,crs f.ha.t gcm~raf.e a. mean SCJUarc er-
ror within r- = .01 of I.he minimum in ea.eh col11mn a.re displayed in boldface. 
Thus, a. hold 1111mhcr in lhe diagona.l indica.t.cs a. value for alpha. t.ha.t sa.t.isfics 
our LBS. 

Tables 2, 1, G, 8 report t.hc prohahilitics of ha.vi11g n hypcri110a.tions in I 0 
years for I.hose va.l11cs of cv I.hat. satisfy the T,B.61 criterion. 

fi'or va.lnes of alpha !own t.ha.11 0.013, I.lie bcsf. alt.erna.t.ive alpha. is always 
zero, and there a._.rc no hyperinnat.ions in rq11ilihri11111. 

Tahlc I presents tlw res11lts for a low value J = 0.013. In this case, 011ly 
a= 0, and 0.1 satisfy the psrndo-rat.iona.lil.y rrq11irrn1c11t. Ta.hie 2 shows tlrnt. 
for none of I.he t.wo va.foes I.he economy Pxhibit.s hyperinf!ations. This f.ahlc 
shows tha.t. I.he only learning pa.ra.nwt.crs tlia..f. a.re pse11do-raf.io11r1.l a.re t.hosP. 
tha.f; JHP-cl11de hyprri11f1;i.f.io11s from happf'11i11g: wl1c11 ii· is low, hyperinfla.1.ions 
do not occ11r, and giving f.oo 11111ch i111port.a11cc f.o recent ohserva.tions docs 
1101. genernl.c good forf'.casl;s. 

Table 3 shows 1.he rrsults of incr<'a.sing average seigniora.gc t.o 0.0-1:i. 111 
this case 1.hf' cril.rrion is sa.l.isfled for all va.l1ws of alpha. hrJ.wPen 0.:i and 
zero. As i11dica.l.cd hy Table~, I.here ar<' rq11ilil,ria in which the probability 
of expcrif'11cing rcc11rrP.11t hypcrinna.t.io11s is high, so that, higher a.,]l.erna1.ivc 
a's gcnera.tC1 good forecasts, and 1.hc hyperinna.t.ionary hehavior is reinforced. 
Ta.hies :i f.o 8 show t.hat, a.s I.he mean of seigniorngc increases, it. is still 
I.lie case that psc11do-rntio11;i.l l<'arninp; is co11sisl.cnf. wif.h the ohserva1.ion of 
l1yperi 11 fl a.1.io11s. 

This exc~rcisc formalizes 1.hf' sf'nsc in which t.hc equilibria. with a. given 
learning 111echa.11ism reinforces the 11se of t.hc mechanism. Not.e for instance 

19This is !.hr. only rr.asihk inl.<'gral.ion procrdurr. l.o co111p11l.r. t.hr rxpr.cf.aLions in (-1), 
sincP- I.ha!. rxpr.ct,at.ion involvrs 120 random variahlrs. \,Vr. USP- 1000 1-ea.li,rn.t,ions of t.hr. 
shodrn. 

22 



in Table 7, that when 7v = 0.2, an a.gent 11si11g an a.lt.ernat.ivc alpha equal 
to zero, which is t.hc collective heha.vior that. replicates the REE, will make 
la.rger MSE than the agent using a= 0.2. The reason is that in equilibrium 
there a.re ma.ny hypcrinnations, and the a.gent t.ha.t. expects the REE will not 
make good foreca.st,s. lncidcnb=i.lly, note that if agents use alpha. equal to zero, 
the alpha. I.hat minimizes t.lw MSE is also zero. This is t.lw REE. 

,vhencver there exist. equilibria. wil.h hypcri11nat.ions, there is multiplicit.y 
of equilibria.. The REE is always an eq11ilihri11m, and in general, tl1erc is 
more than one alpha that; satisfies 011r criteria. At this level, we cannot. say 
much a.bout. the n111lt.iplicit.y problem, hut if I.he initial conrlitions a.re far from 
the good stationary equilibrium, as they wo11kl be after a. sudden change in 
policy, the REE may no longer be an eq11ilibri11m 20 . 

The nnmerica.1 solutions show that, t.he chances of facing a. hyperinnation 
during I.he transit.ion 1.o tl1e ra.t,iomi.l expect.a.I.ions equilibrium, depend 011 

both the sensitivity of I.he learning rule with n-~spect. to drn.nges in prices and 
on the size of t.he deficit. The lowf'r I.he clc~ficit, the lower the chances of 
experiencing a hyperinna.t.ion. In 011r model, I.he scnsit.ivit.y of I.he lca.rning 
rule depends on I.he size of the deficit,. The larger t.hc <leGcit, I.he la.rger will 
he the optimal se11sit.ivit.y of I.he learning r11lc, which increases the chances 
of having a hy1wrinnat.io11. 

7 Related literature 
Ilyperinfla.t.ions have hcen widely a.na.lyzed in I.he lit.crnL11rc. Much progress 
has been made, and our work clra.ws heavily from this lit.crn.t.11re. Somewhat. 
unf a.irly, we concc11t.ra.t.e I.he clisrnssion in this sedion to describing as1wcts 
of the ohservrxl hypcrinnr1.tio11s I.hat. a.re not well matched by the existing 
lit.erab,re. 

A seigniorage model like I.he one of I.his paper, b11t. wit.Ii rational expcc-
tat,ions and 110 ERR was developed hy Sargent. ,rnd Walla.cc (1987). Ra.t.iona.l 
expect.at.ions rerptircs t.ha.t fJ,. = Et ( f¾,i); as long as rl. is hclow a cert.a.in 
maximal level, I.his mod<~l has two e(Jttilihria. wit.It const.ant. inna.t.io11 levels 
denoted fJ < fJ (r<'spect.ively ea.lied low- and high-innat.ion equilibria.) a.ncl a 

20 We rP-plical.cd t.hc cxNr.i:,:<' for initial lwlif'Js 1.h:ihl. w<'rc far n.way from t.hc RF,JS, a11d 
I.he RE:E wa . ., 11ot, a ka.rninp; cq11ilihri11m. 
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continuum of b11hhle eq11ilibria I.hat converge f.o the high-inOation equilib-
rium "jj. This ecu:;e is disrnssed in the appendix. Under these assumptions, 
hyperinfla.tions ca.n only be observed as buhblc eqnilibria.. Bubble equilibria 
agree with fa.et 3 qualitatively, and this is the ma.in motivation behind the 
work of Sc1.rgcn(, c1.ml Wc1.llc1.ce. The original model contra.diets fa.et 1, si11ce ei-
ther the economy is in a hypcrinnat.ion (huhhlc) or it is not. The recent work 
by Funke d. a.I. (Hl!H) shows that a sunspot can be inl.rod11cecl that sets hy-
perinflations on and off, wl1ich would rna!.ch the recurrence of hypcrinnat.ions 
(fa.et 1 ), even though at I.he cost. of having a sunspot. that coordinates the 
sb\.r(, a.nd the end of the hypcrinflat.ions. ract. is conf.radicted since it. pre-
dicts t.haf. hyperinnat.ions a.rf' lrss severe in rn1mt.rics with high seigniorage, 
since in I.hose co1111Lries fi2 is lower. rina.lly, fad 1 is not. matched qua.ntif.a-
1.ively: for rea.sonahlr. parn.meter val11r.s, I.he mag11it.11dr. of the hyperi11nat.io11s 
tbat can he gencrat.r.rl with this modd is very small; for ex<1.mplc, for the 
pa.ramder values 11sed in rignrc 7, !.he hyperinlla.tions can never go beyond 
the higher hori:wntal linc, while wif.h onr lr.arning model I.he hyperi11flations 
can get. c1.rhitrarily high. i\ wide empirical lil.f'ral;urc testf'd the existence of 
a speculative <:omponrnt in the Gernrn.11 hyprrin nation of the twenties. i\ 
short s11mmc1.ry of f.lw lif.crature can he found in Imrohoroglu (1992). 

Fact 2 is not, cvrn addressed in the pa.pen:; discussr.d in I.he previous p,l.rn-
p;raph. Ohsf.ffdd and Rogoff(108:1) <1.11d Nicolini(l903) provide a. model where 
the dfocf.s of co11vrrf.ihilif.y r,;u1 he sl.11dir.d, since t.lwy introduce ERR I.ha.I. 
goes inf.o effect if in flat.ion goes beyond a c<:'rf.;i.in lr.vcl. Their rcsult.s show I.hat. 
tlie f.hrrat of conwrf.ihilif.y climina.l.cs lrnhhlc r.q11ilihria. Tl111s, once EH.R is 
inl.rod11cr.d, f.hr model is inrnnsist.cnt with f.hr. (~xisl.r.ncc of hypcrinnations 
and, pres11111ahly, wil.h all t.lir ohsr.rvcd facts. 

It seems parl.irnlarly import.ant. to sl.11dy !.he stability of hnhblc rational 
expecf.ations ecp1ilihria 1111der le<1.rning, sincr the dynamics of these equilib-
ria arc very complicaf.r.d. Marcf'f. and Sarg<'nl. (1989h) st11diccl s1.a.hility of 
rational exp<'cl.af.ions cq11ilihria. 1111der least. sq11ar<'s karning21 . They found 
I.hat, if I.he dcricit is low c11011gh, I.he low-inn<1.tion eq11ilihri11111 is lornlly sf.a-
ble; I.he high-inflaf.ion cq11ilihri11rn is always 11nsf.ahlc. Taken literally, these· 

21 J'vlarr.d, and Sarp;enl. (l!J8!Jh) is a special case or I.he present, paJH'r when u11r.ert,ai11f.y 
is eli111ina.t.r.d, ff' ii. arbitrarily hi~h, and wP 11sc (1' 1 = / .. Ot.hr.r difforenc.cs arc that. MS 
only studied local st.ahilit.y and I.he learning mechanii.m was slight,ly difforcnt, i.inc:e I.hey 
ass11111Pd I.hat ;i.g<'nl.s ran a. regrPsRion or l'; on f';_ 1• This lai-t. fact.or has some effect. 011 
I.he st.ahilit.y r.011dif.io11i. M.v.S h11f. doei. not. change I.lie 111ai11 rn11cl111,ioni.. 



rcsnlts would say thr1.L lrnbhlc cxp1ilihria. rnn not be learnt by agents; hence, if 
wr. limit om a.Uenf.ion 1.o rational expectations equilibria. t.hat can be lca.rnt., 
bubble (Xl'tilihria become an even worse jw,tifka.tion for the presence of hy-
pcrinnations. Therefore, if lea.rniug is t.akcn scrio1Jsly as a st.abilit.y criterion, 
then the model of Sargent. ancl Wallc1.ce docfi not have hyperinna.t.ions an<l, 
again, none of the a.hove fc1.ds is appropriately ma.t.chcd. l~vans, lfonlmpolija. 
a.nd Ma.rimon ( 199.')) discuss a. learning model where seigniorage is lowered 
to maintr1in in nation if this is high cno1Jgh; their rnodd a11101mts to sdting 
an h m,i.pping in figmc G where the hori,mnt,al part is co11t.i11uous with re-
spect to the rest of the mapping; 1.hey show I.hat Llw low st.r1.1.ionary inflation 
eq11ilibri11m is gloha.lly stable in this casr. 

The issue) of rec111T<'11I. hypf'rinflaf.ions has also hcrn st11died hy 7,;i.razaga 
(1 fHJ.')) in a vrry in1.rrrs1.ing 111odrl wit.Ii rn1.ional r.xprd,a1.ions and private 
informal.ion. The kc·y ingrC'<lirn1. of l1is model is t.hr. exisl.rnce of a frdcral 
system of fiscal a.111.horil.irs I.hat hr1.vr access l.o t11<~ mondary authority but 
with privr1.t.e informal.ion reg,i.rding t.hc own spending. The hyperinnat.ions arc 
inf.erprc)f,ed as p11nishnwnt prriods l.hc1.I. prcvrnt. ea.eh single fiscal a.11t.horit.y 
from over s1wndi11g. There a.re many differences bdween his work and our 
paper. Tiis papr.r c,i.n rfofinit.cly ma.I.eh fact I and can do rea.sona.bly well 
on fa.d ;1, However, exchange rn.tc· policies like I.he one we study in our 
p,i.per, and t.ha.t very closely resemble the policies ad,11,1.lly cc1.rricd ouf. hy 
most governments t.o sf.op scvrre innat.ion rnf.es (fr1.cl, 1) pl;i.y 110 role i11 his 
model. There is a sense in which Z;i.rnz.r1ga's pr1.per point. f.owr1.rd t.lic forces 
behind I.he s<'igniornge, while'. in 011r p;i.pn the seignioragr is exogenous. 

Eckstein and Lcickrrnan (1092) can gcnr-raf,e large increases in innat.ion 
with moder,i.1.e increasrs in seigniorage hy assuming a monof.onically inn-Pa.s-
ing Lc1.ffor C11rvc that converges to a positive va.l11c. Tl1eir aim is expla.i11i11g 
why aver;ige inna.tion in Tsra.cl in 108.S was 20 tit11es higher than in I D7R, 
while seigniorage was r1lmosl, the sa.mc. Ilowr.ver, they only compare st.eady 
states, so ii. is nol, ohvio11s I.hat t.hcir model rn11ld cxplr1.i11 the recurrent. hy-
perinnations as W<' do in this pa.per. 

11.ccenl.ly, some papers have ;1.rg1wrl f.l1a.l. models of lec1.rni11g can he 11scd 
for sorndhing more f.hc1.11 ;1. sta.hility crit.r.rion. Bolt.on and H.11sf.ichini ( I 09.')) 
a.nd Marirnon (1 fl0.'i) a.re some cx;i.mplrs. 



8 CONCLUSION 
There is some agrc<'rnent by now that I.he hypcri11rla.tions or I.he 80'::; were 
caused by I.he high levels of seigniorage in those countries, and that the cure 
for these hyperinrlaf.ions is fiscal discipline and abstinence from seigniorage. 
The IMP is currently imposing tight. controls on the previo11sly hyperinrla.-
tionr1.ry countries t,hr1J, arc consistent with I.his view. Nevcrf.helcss, no cur-
rently availr1.ble model j11stiriccl this virw r1.ncl wr1s consistcnf. with some hasic 
facts of hypcrinrlaf;ions; for exa.mpk 1 the r;:i.cf. that seigniorage has gone down 
during some hypcriuna.tions and inflation conl.inucd to grow makes if. more 
difficult for the TMP t.o r1.rgttc in favor of these cont.rols. Furthermore, some 
Ea.stern Ruropcr1.n economics a.re now engaging in hypcrinflationary episodes 
similar f.o those of t.l1e 80's, and if. seems import.ant f,o have a. solid model 
that can l1elp judging f.lH~ rcasonahility of I.he IMP rcconm1e11da.t.ions. 

Our model, is co11sistc11f. with the main sf.yli7,C'd fr1.cf.s of rcc11rre1d, hypcr-
inrla.f.ions. The policy rPcommc11rlations I.hat come 0111. of the model arc in 
agreement with t.hP. views we discussed at the heginning of this concl11sion: an 
ERR will f,cmpornrily sf.op a hyperi11rlaf.io11, lrnf. t.o rlimin;i.f.r. hyperi11rl;1.f.ions 
average iwig11 iorc1.ge Ill usf. he lowered. 

The economic fundamentals of I.he model a.re pcrfoct.ly sf.anda.rd except 
for the 11sc of a. boundedly rnf.iona.1 ka.rning rnlc inst.cad or rational cxpcc-
taf.ions. \,\'c show f.lrnt the learning r11le is psc11do-rr1.f.io1rnl in a sense f.h;i.f. 
is made precise i11 I.he body or I.he pa.per; dcspif.r a.hc1.11doning R8, we main-
t.a.in fa.lsiriabilif.y of f.h<' modrl, ;i.11d we resf.ricl. I.he devi;:i.f.io11 [rorn rnf.io11alily 
to he small. This d<'vial.ion from ra.f.io11r1.l cxp<'cf.af.ions is af,1.rn.cf.ivc i11 if.-
sdf', heca.11se if. avoids t.lw sf.rong rrq11irr11wnl.s on ra.f.ionalil.y placed hy H.E, 
and hec;wsc I.he ril. of I.he 1110,kl improves drn111al.ica.lly dcspil.e I.he small 
deviation from rnf.io11ali1.y. 

The c.011c.l11sion t.lic1.f. learning is <·011sisf.e11f. with I.he oln,crv<1.f.io11s 011 liy-
pcri11rlaf.ions is <ptil.c roh11st.. If. happens 1111der most. pc1.rc1.111der sdf.i11gs and 
for rnosf. learning schemes I.hat saf.isfy our lowf'r bounds on ra.tiona.lif.y. 

On I.he prndic,1.I side, I.his paper sl1ows I.ha!. hypcri11rla.!.ions can he sf.opped 
with a. combi,rnf.ion of hderorlox and orthodox policies. The mdhoclological 
conf.rihuf.ion of the paper is f.o show t.haf., as long as we carry a.long ade-
quate eq11ip111cnf. ror oricntaf.ion and snrvivr1.l, an f'xpedit.ion into the "j11nglc 
of irrn.t.ionality" r,;i.n he q11if.e ;i. s;i.fc and <~lljoyahle cxpcricnrc. 
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APPl.:NDIX I 

Thr. following cha.ra.dr,ri7,('S f.hr. hr.l1a.vior of Llw model wif.li 1111cf'rt,ai11l.y 
undr.r raf.iona.l expectations. Por ea.eh /3, d, ld 11s ddi1w 

I - >..(J 
h((J, rl) = ----

1 - >..(J - ,d 

Noticf' I.ha.I. h((J, d) is I.he S nrn.pping cnrr<'spo11di11g to 1.hr. ddr.rmi11istic cas.:. 

Proposition 1 Ass11.mr that lhcrr. is a !( < oo s11.r.h t./w,l P( rl,. :S !() = I 
a.nd such n, !( is 11,.r lowest a.lmosl sure bound on d, .. 

1. A.<;snmc fha.l c:r71r.rlaJions a.bout i11Jl.a.lion arc given by 

ff I - ,\(J > 1 !(, r:rprdrd infl.n.lion r·ondilionnl on today's in.forn1.alion 
is given l1y l~i ( /J1+ 1) = r,; ( h((J, di+ 1)) = S(fJ) . 

2. Thr. srl of llRR of fhr. form ( 1.9} roinridr.s with lhr. sr./. of fi.r.r.d poinls 
of fhr mnppin_q S: [O, (l - 1 !()/ >.)-> R+ 

.1. Assume lhal P(di 0) = I a11d lhal. r.ilhcr di has a poinl mass al l( 
or llw.f F'( ff) > 0, whrrc P 1"f])1"f.Sr.nls 1hr disfrilndion of di. Then, S 
has lhr. .following prnprrf.ir.s: 

• S is inarasin.<7, rnnrn.vr., and ii asyrnplolcs l.o i11finil.r. as fJ ->( I -
,K)/>... 

• S has al most. l.1uo fi.url points drnol.rd fJ, < (12 • Ford, <i; and I( 
low enough, two fi.:i:cd points r..r.isl; .ford, <i; and l( high rnough 
no .fixed poi11.l r..1:isls. 

• S((J) > h((J, J), so that .for highr.1· vn.rianrrs of sr.i_qniora_qr a .fi:1:rd 
point may nnl r.xisl, cvrn if lhc me.an could be .fina.nr,c:d with a 
dclc:nninislir, sc:igniom.<7c. 

Pron.f 
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1. Simple algchrci. shows that., 1111der (19), Pt= h((J,dt) Pi-1 a.ncl, since 
d, is i.i.d., this implies that, Bi( P1+1) = P1 E[ h((J, d1+1) ] = Pt S(/1). 

2. Follows by deri11if.io11 or S. 

3. Using the deri11it.io11 or S we 1,ave 

since f.11e expression inside f.lw cxpedaf.ion is 11on-11cgc1.tivc, this proves 
t.haf. S', S" > o. 
'J'o prove I.lie exisl.cnn~ of ,1.11 ;i.sy111pt.otc; nol.c that. I.lie drrivativc af. the 
11ppcr limit (3 = (1 -,!<)/,\ is given by 

(20) 

If F has a. point mass a.I. f(, sinr.e the integrand is infinite at dt = f(, 
the rcs11lf, is ohvio11s. If F'( f() > 0, there exist positive, finite rn11sf.anf.s 
17, C s11r.h tlrnf. for ;i.11 f( s11r.h I.hat. f( - 17 < I( < f( , F'( !() > C. Tlwn 
we can \-vrif.c: 

! I I l'1/K] 
>(' --d:r=C -d:r 

. 1-,,/ K I - :r . o .T 

where ror the rirsf. i11ccp1alif.y we have 11sed (20) and additivity of in-
tegrals, I.he next. C(J11alif;y follows rrom diff crent.iabi]if.y of F' at !( the 
next. i11e(jt1i1.lity follows from 011r choice of (;, 17 and a change of vari-
ablci,, and the last e(j11alif,y ii, anof,her i,implc change of vci.riablcs. Now, 
since .fi: ~d:1: is i11ri11if.c, we havP I.hat. S'((l - ,f<)/ ,\) = oo. 

Then we have tlia.t Pif.lwr f.wo or 110 fixed points cxii,f., just il.8 in the 
dcLcrministic case. 
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Also, we have that 

fYh(/3, d) = 2,.., 1 - >-(3 
/( ) > 0 ' fJd2 l - >./3 - ,cl 3 

so I.hat h((J, ·) is convex. Tlicrdorc, using Yo1111g's inc<111alit.y, we con-
clude that 8(/1) > h((J, 

One difference wif.h the def,Prmi11istic c,1,se 1s I.ha.I., as the variance of 
seigniorage increases the mapping S moves upward, so that the unstable 
region also shrinks with a higher aJ. This implies I.ha.I., if the variability of 
seigniorage is high, this increases the proba.hilif.y of hyperinnations for l.wo 
reasons: i) given a value for l.oda.y's !)('lids, it is more likely to obtain a large 
enough shock that will send f.he n<'xf. lwlicfs to the unsf.a.hlc region, ii) the 
unstable region shrinks. 

The following proposition cha.ra.d<'rizcs the C(f1tilihrium 1111der least squa.res 
learning. 

Proposition 2 11 ssum.r t.lwJ a9rnls 11.sr. !hr. .followin_q lrasl !UJ1ta1"r.s learning 
a.l_qoril.hm 

t-1 

(3,. = flo -1- (1 /t) PJ n-1 
i=O 

to .fonnulal.r lhrir pr·1n·i11rrl ralr of i11Jla!io11, lhrn fi 1 1s lncally slablr with 
probability onr., and fi2 is !orally 1l118frr.blc. 

Prno.f: 
We a.pply f.lw fra.nwwork in Marcet. a.11d Sargcnf. ( 198D), (MS). We rewrite 

the law of motion for prices so that. if. is linear with rcs1wci. f.o the exogrno11s 
shock. This can he simply accomplislwd hy scf.f.ing: 

Pi-I 

p t 

which is ii, spccia.1 ca.s<' of eq11a.l.io11 (D.c) in MS, a.nd r!'wrif.ing; I.he learning 
sclir.rnr. l.o ohta.in 

:rn 



f3i 1l = f3t\ + (l/t)(Pi-2/ Pi-3 - /3}~\), 
which is a special case or equation (10) iu MS taking zi = (Ptf P1_ 1 ,dt) and, 
using I.heir proposit.ions 1 and 2 we conclude that t.be algorithm can only 
converge f.o fixed points of S such that S'(/3) < 1 and that it converges locally 
with probability o,w to s11ch fixed points. Since S'(O) < I, convexity or S 
and the existence of an asymptote impli('s that S'(!J1 ) < l and S'(fi2 ) < I, 
and we have proved 1.lir. 

:10 
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Table 1 

1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 
1.2 397.3315 67.3504 62.5505 91.5152 104.8549 150.7581 27,159 -1.4806 0.5064 0.4222 0.4126 0.4159 0.4332 
1 .1 393.5888 66.60~9 62.3065 91.6847 104.6040 149.6575 27.339 1.4818 0.4999 0.4102 0.3966 0.3958 0.4087 
1 387.2765 65.3180 61.6237 90.6678 103.6917 146.5668 27.311 1.4833 0.4946 0.4000 0.3827 0.3785 0.3881 

0.9 378.0127 63.4524 60.4065 88.2307 101.9401 141.1047 26. 980 1.4851 0.4901 0.3910 0.3704 0.3634 0.3702 
Alternartive 0.8 365.4666 60.9808 58.5721 84.1878 99.1605 132.9421 26.240 1.4872 0.4860 0.3829 0.3594 0.3500 0.3547 

0.7 349.4583 57.9420 56.0829 78.4402 95.0608 121.8445 24.989 1.4898 0.4818 0.3752 0.3493 0.3379 0.3409 
0.6 330.0602 54.4418 52.9633 71.0054 89.5549 107.7698 23.148 1.4929 0.4774 0.3678 0.3399 0.3269 0.3286 
0.5 .307.7048 50.5788 49.3810 62.0689 82.5249 91.0392 20.749 1.4968 0.4722 0.3604 0.3310 0.3167 0.3176 
0.4 282.4528 46.5261 45.4751 52.0354 74.0188 72.6269 17.975 1.5018 0.4661 0.3527 0.3224 0.3072 0.3075 
0.3 257.8454 42.6611 41. 7964 41.3795 64.2910 54.1260 15.234 1.5080 0.4589 0.3445 0.3139 0.2982 0.2984 
0.2 234.3314 39.4299 38.3427 32.0172 53.9364 40.2515 13.377 1.5161 0.4506 0.3355 0.3057 0.2899 0.2900 
0.1 214.4042 37.4498 34.8755 26.1373 43.8559 34.1691 12.650 1.5266 0.4413 0.3259 0.2978 0.2823 0.2822 
0 3.4069 37.7642 30.7061 31.8042 35.8994 41.8663 12.383 1.5401 0.4317 0.3170 0.2930 0.2791 0.2760 

Deficit= 4.3%, st. dev.. =0.005 & n= 120 

Table 2 

Prob. of Hiperinflations 

0 1 2 or more 

Alpha 0.1 100% 0% 0% 
0 100% 0% 0% 



Table 3 ¥.~: .. 

1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 
1.2 52.1257 236.9282 40.0857 42.1290 28.8243 7.6121 2.3029 1.1013 0.7586 0.4643 0.4027 0.4073 0.4258 
1.1 51.9800 230.6242 39.1320 39.6452 28.7532 7.5966 2.3334 1.1017 0.755 0.4548 0.3874 0.3878 0.4018 
1 51.7339 222.1368 37.8044 36.4787 28.3419 7.5623 2.3452 1.1026 0.7532 0.4468 0.3742 0.3710 0.3814 

0.9 51.3543 211.3050 36.1278 32.6810 27.5205 7.4379 2.3427 1.1037 0.7515 0.4400 0.3626 0.3564 0.3640 
Alternartive 0.8 50.8560 197.9533 34.1316 28.2481 26.2148 7.1996 2.3188 1.1050 0.7502 0.4339 0.3523 0.3434 0.3486 

0.7 50.0805 182.2076 31.8693 23.3960 24.3635 6.8198 2.2656 1.1062 0.7492 0.4284 0.3428 0.3316 0.3351 
0.6 48.9684 164.1133 29.3622 18.4047 21.8863 6.2891 2.1794 1.1071 0.7482 0.4232 0.3340 0.3209 0.3230 
0.5 47.4289 143.8367 26.8475 13.8612 18.8006 5.6043 2.0588 1;1076 0.7472 0.4183 0.3257 0.3110 0.3122 
0.4 45.5149 121.5240 24.4650 10.8556 15.2616 4.7847 1.9139 1.1079 0.7462 0.4134 0.3177 0.3018 0.3023 
0.3 42.9003 97.7183 22.5229 10.5789 11.5885 3.8975 1.7727 1.1083 0.7454 0.4086 0.3100 0.2931 0.2933 
0.2 39.6324 74.1336 21.0678 12.3188 8.2635 3.0663 1.6806 1.1095 0.7450 0.4040 0.3027 0.2850 0.2850 
0.1 35.9737 54.7830 19.7967 14.1271 5.9704 2.5271 1.6624 1.1119 0.7458 0.4003 0.2964 0.2779 0.2774 
0 32.3859 52.9770 18.2174 14.5542 5.1640 2.2991 1.6744 1.1172 0.750t 0.4004 0.2953 0.2769 0.2714 

Deficit= 4.5%, st. dev. =0.01 & n= 120 

Table 4 
Prob. of Hiperinflations 

. 
0 1 2 3 4 5 6 or more 

0.5 16% 34% 28% 16% 5% 1% 0% 
0.4 55% 34% 9% 1% 0% 0% 0% 

Alpha 0.3 90%. 10% 0% 0% 0% 0% 0% 
0.2 99% 1% 0% 0% 0% 0% 0% 
0.1 100% 0% 0% 0% 0% 0% 0% 
0 100% 0% 0% 0% 0% 0% 0% 



Table 5 
1.2 1.1 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0 

1.2 214.5975 53.9121 307.7863 19.3317 17.0984 5.2139 2.1089 1.5525 1.1587 0.7484 0.5782 0.4034 0.4223 
1.1 210.7428 53.6996 310.0670 19.1759 17.1172 5.1780 2.1120 1.5538 1.1578 0.7438 0.5685 0.3843 0.3984 
1 204.9639 53.1771 310.3358 18.8630 17.0033 5.0906 2.1155 1.5556 1.1576 0.7401 · 0.5606 0.3680 0.378i 

0.9 197.0979 52.2864 307.2750 18.3517 16.7381 4.9365 2.1189 1.5580 1.1578 0.7372 0.5538 0.3538 0.361 
Alternartive 0.8 186.9736 50.9650 300.7709 17.5863 16.2545 4.7028 2.1221 1.5607 1.1587 0.7349 0.5480 0.3411 0.3458 

0.7 174.4743 49.2026 290.5053 16.5220 15.5111 4.3800 2.1249 1.5638 1.1600 0.7332 0.5429 0.3297 0.3324 
0.6 159.4845 46.9890 276.3116 15.123S 14.4691 3.9683 2.1272 1.5674 1.1618 0.7321 0.5383 0.3193 0.3204 
0.5 141.9837 44.3115 257.6812 13.3997 13.0893 3.4907 2.1293 1.5713 1.1642 0.7315 0.5344 0.3096 0.3096 
0.4 122.0231 41.2591 235.7340 11.4893 11.4489 2.9983 2.1313 1.5759 1.1674 0.7316 0.5310 0.3006 0.2998 
0.3 99.8790 37.8966 211.0646 9.5721 9.7199 2.6235 2.1342 1.5812 1.1718 0.7328 0.5283 0.2922 0.2909 
0.2 76.4313 34.2836 185.0648 7.9853 8.1444 2.4585 2.1384 1.5878 1.1778 0.7357 0.5268 0.2846 0.2827 
0.1 54.6647 30.4820 159.5901 6.9787 6.8619 2.4340 2.1440 1.5959 1.1865 0.7422 0.5280 0.2782 0.2752 
0 45.1459 26.9213 137.7320 6.3051 5.5312 2.4173 2.1491 1.6061 1.2005 0.7588 0.5419 0.2830 0.2692 

Deficit= 4.7%, st. dev. =0.01 & n= 120 

Table 6 

Prob. of Hiperinflations 

0 1 2 3 4 5 6 or more 
0.4 9% 26% 30% 22% 7% 3% 3% 

Alpha 0.3 45% 37% 15% 3% 0% 0% 0% 
0.2 82% 14% 4% 0% 0% 0% 0% 
0.1 100% 0% 0% 0% 0% 0% 0% 
0 100% 0% 0% 0% 0% 0% 0% 



Table 7 
1.2 1. 1 1 0.9 0.8 0.7 0.6 0.5. Q.4 0.3 0.2 0.1 · 0 

1.2 142.5925 . 63.8465 15.2672 10.2173 12.5694 7.5765 2.4780 2.1444 1.2291 1.40.10 0.9838 0,6198 0.4267 
.• ••w 

1.1 138.2079 60. 7906 15.2897 10.0161 12.8318 7.5885 2.4814 2.1467 1';8300 1.3998 0.9794 . 0.6076 0.4026 
1 _132.6909 57.1160 15.2319 9.7286 13.0415 7.6294- 2.4852 2.1494 1.8315 1.3993 0.9761 0.5975 0.3823 

0.9 126.0383 52.8342 15.0712 9.3357 13.1774 7.5323 2.4894 2.1528 1.8335 1.3995 0.9735 0.5891. 0.3647 
AJternartive 0.8 118.2478 47.9836 14. 7827 8.8189 13.1931 7.3226 2.4939 2.1566 1.8361 1.4003 0.9716 0.5~·9 0.3494 

0.7 109.3231 42.6532 14.3411 8.1681 13.0355 6.9740 2.4988 2.1610 1.8394 1.4016 0.9704 o:5757 0.3358 
0.6 99.2720 37.0072 13.7223 7.3892 12.6467 6.4626 2.5039 2.1661 1.8434 1.4037 0.9699 0.5704 0.3237 
0.5 88.1110 31.4845 12.9113 6.5077 11.9728 5.7756 2.5094 2.1720 1.8483 1.4068 0.9702 0.5661 0.3128 
0.4 75.8690 26.8647 11.9054 5.6185 10.9797 4.9344 2.5152 2.1788 1.8545 1.4110 0.9715 0.5625 0.3029 
0.3 62.6062 24.5814 10.7275 4.8504 9. 7311 4.0266 2.5210 2.1866 1.8623 1.4171 0.9744 0.5601 0.2939 
0.2 48.4346 26.2007 9.4343 4.4089 8.3862 3.2897 2.5268 2.1953 1.8721 1.4259 0.9799 0.5594 0.2857 
0.1 33.6136 31.9293 8.1072 4.3423 7.2036 2.8797 2.5318 2.2046 1.8844 1.4392 0.9912 0.5627 0.2780 
0 19.2097 40.7016 6.9339 4.4096 6.1868 2.7441 2.5336 2.2121 1.8988 1.4609 1.0217. 0.5959 0.2723 

Deficit= 4.9%, st. dev. =0.01 & n= 120 
. .. ,., . 

. • Table 8 

Prob. of Hiperinflations 

0 1 2 3 4 5 6 or more 
0.2 23% 40% 27% 9% 2% 0% 0% 

Alpha 0.1 73% 26% 1% 0% 0% 0% 0% 
0 100% 0% 0% 0% 0% 0% 0% 
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