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SUMMARY

The possibility of application of the von Neumann model
was hampered by the nen existenee of an efficient algo-
rithm for ite solutiorn, The essentisgl difficulty lies

in the fact that in general there is no solution in the
rational field, solutions are related to high degree po
lynomial roots, Therefore, an iterative method is pro-
posed permitting a rapid approximation to the solution
by means of reiterated solutions of linear programming

problems,

Using the simplex method it is possible te solve rapidly
the linear program ineach step, thus obtaining the max-

imum rate of growth by a false position method.



Since the translation of Von Neumann's paper,tz] the
model there presented has received considerable attention in the
literature., Much is know about its properties: the existence of
proportional ~rowth solutions under less restrictive assumptions
than those of the oricinal model, the "turnpike" property of ef-
ficient growth paths, the dual relationship between actlvity
levels and crowth rate with prices and interest rate, all have
been extensively considered., Nevertheless, the possibility of its
application to development planning has found a great obstacle in
the difficnlties of computing an actual solution. Algorithms for
finding a solution in a finite number of steps are know (Weil),[B]
but the compntional effort is qreat.l The essential difficulty
resides in the fact that in general there is no solution in the
rational field. At every step it is necessary to compute all the
roots of a high degree polynomial, and solve a large quantity of
systems of equations. In what follows we shall give a more effec-

tive procedure, which approximates the solution efficiently.

1 [17

At the time of writing this note, another article
was unknown to me. Even thoush cast in the lansuage of game
theory, the algorithm presents some similarities with the one
here proposed. The present version is more efficient.



We chall limit ourselves to present an alrorithm for the
computation of a proportinnal arowth solution at a maximal rate,
Once the so called Von Neumann ray (or facet, when the solution
is not unioue) is known, further computational efforts can be dras-
tically reduced, since due to the turnpike property most of the
activities used during a lon~ time interval will be those used in

the proportional growth solution.

The Von Neumann model, for the case of a finite number
of basic sctivities, can be summarized as follows. There are m
goods in the econnmy, which are produced by meaas of themselves.
Production is carried out by n linear processes, each using up a
certain amomnt of the commodities to produce certain guantities,
which will be available one period later. Thus the productive
process is to be understonod as a transformation of given stocks
of commodities into new ones, with a gestation lag of one period,
including the original capital stock at a later stage of wear and

tear.

A11 the information about the technology can be presented

He

n two m x n matrices; the input matrix A and the output matrix

B. The ith row of both matrices corresponds to the ith commcdity,
whereas the jth column correcponds to the jth activity: the columns
of A m~ive the cost structure, and those of B indicate how much is

produced by each process operated at unit level.



If the elements of the non-negative n - vector x stand
for the levels at which each activity is operated during a egiven
period, Bx will give us the quantities which will be available at
the end of the period, whereas Ax gives the amounts of commodities
used up. Since we are interested in proportional growth solutions,
we do not need to know the scale of the system, so that we may
normalize the activity levels requiring, for simplicity, that they

add vp to unity; as a conseaquence x will be & probability vector.

Proportional growth means that one period later the ac-
tivity levels x will be multiplied by some positive factor of
proportionslity p (we do not exclude shrinking economies, so that
L may be less than unity). The relation that obviously must hold
between the outpnts of one period and the inputs to the next is

ziven by the inequality

(1) Bx < A (u x)

indicatine that all iaputs must have been produced before using
them (we are speakin~ of a closed economy) thouch there may be

possibly some waste,

In a competitive market there will exist some prices,
given by the probability vector p (only relative prices interest
us, so that normalization of the price system will not affect our

results), and some interest rate r, such that no activity pricing



out at a loss will he operated: furthermore, those activities
which are used will breazk even in a1 equilibrium situation, since
otherwise, new firms would enter or leave the market. Thus we

have the condition

(2) pB> (1 +r) pA

which states that profits should be non-positive.

We need two further conditions., The first one, that over-
produced coods are free, can be writeen, takinz (1) into account,

ag

(3) pBr = p A (u x).

The second has been already stated: no activity will be operated

at a loss: tosether with (2) we may express this in the equation

(4) pBx = (1 + r) PAx

It has been Von Weumann's achievement to show for the

first time that, under suitable conditions, a simultaneous solution

to equations (1) - (4) exists, with the additional result that

(5) p=1+r



He has also shown that n is the maximal attainable pro-
portional erowth factor, and at the same time r is the minimal in-

terest rate which sustains profitless production.

In what follows we shall need the following assumptions,
which are usual in the modern treatment of the subject, about the

input and output matrices2

a) A >0, RB20
(6) b) x >0, Ax=0 implies x = 0
c) p 20, pB=0 implies p = O

Their interpretation in economic terms is immediate. The
first condition means that there are no negative quantities, either
of inputs or of outputs, for any of the activities. Condition b)
states that, whenever there is no commodity used as input, no
activity can be operated at a positive level: in other words, it
is impossible to engage in a productive process without using some
amount of the existineg stocks. Condition c) means that the value
of the output of all activities can be zero only when all commodities
are freee this is the same as saying that any good can be produced

hy snme process, leaving out the case of non-reproducible commodities

2 Althou~h these assumptions are sufficient to guarantee
the existence of a maximsl crowth factor, further restrictions are
needed to insure equality (5).



because of which the economy, if it needs them as inputs, would
run dowa iIn one period. Note that storage activities can be con-
sidered as productive processes, so that we are leaving out only
those non-reproducible resources which when not used up in one

period will be wasted.

Our problem becomes that of finding probability vectors
X and p and a positive number u satisfying relations (1) - (4).
Because of the maximality of the growth factor wu, we may try to

compute it by solving the problem

max u, subject to
(7) (bWA-8) x<0
-e x < =1

x>0

where e is a vector (sum vector) whose coordinates are all equal
to unity., The first restriction corresponds to inequality (1),
whereas the others exclude the cases of no production and negative

activity levels.

This problem reminds us of a linear program, except for
the variable u which enters in 2 non-linear way. Thus an algorithm
for linear programming such as the simplex procedure cannot be
applied directly. Nevertheless, we shall solve a linearized version
of problem (7) in order to improve any pair of estimates giving a

lower and upper bound for u, and so that these estimates converge



rapidly to the common solution, At the same time, we will obtain

a proof of the existence of a solution.

The first step is to find an interval containing the
optimum growth factor w9, Any initial bounds could do; a simple
way of obtaining them is to consider any pair of positive vectors
x and p, for example the sum vector e, and defining the lower and
upper bounds such that (1) and (2) are satisfied. In cther words,

for the lower bound we have

z b.j
i
(8) s, = min { ] b} a5 >0°
i pX aij J
so that
sl Ae < Be

satisfies (1), and of course

0< ¢

IA
=
10

The existence of s, is ruaranteed by assumption (éb), which implies

1
that the matrix A is not zero, so that some of its row sume is

positive.

For the upper bound we may take



so that

U eA > eB,

which satisfies (2), with

(AV4
=
(o]

A7ain by assumption (éb), the column sums of A must all be positive;

hence u1 is well defined,

These are then the two bounds on u? needed to start the
aloorithm. We shall proceed by describing the general step in the
procedure, letting the index t indicate the iteration, so that 4

and Uy give the bounds for the first trial, with t = 1.

Given the bounds s, and uy for the tth iteration, compute

t

the new trial value for p by taking their average

(10)

=
1

£, (sy +u) .
Solve the auxiliary linear programming problem

maximize N subject to

(11) (ut A-B)x+rxe<O

ex =1

x>0,

where u, is now given by (10), and its dual



minimize p subject to
(12) p(utA-B)+pe§O

pe=1

v
o

p

By the duality theorem of linear programmineg, since both
problems are feasible both have and optimal solution, (xt , kt) and
(pt s pt), with the same value for the objective function. That is,
My TRy

We have to consider two distinct cases
a., If Xt 2 0, we see that

- B
so that a new lower bound can be found for u? by increasing by o

Thus we may take for the next lower bound

t
{ TPy s v 0
(13) s = min > a,, Xx. >0
t4l 2 a X:.E J 1
J

1j

which satiefies

(s A - B) X, <0

t+l

with an eguality for at least one coordinate. Therefore we

conclude that

Siay 2 By 2 By



10.

givine us 2 better estimate for the lower bound. As for the upper

bound, set
(14) u = n

the cycle can now be repeated, with Improved bounds on 2.
Ba, TF kt < 0, we use the dual restrictions in order to conclude

that
(15) D, (utA-B)>O.

Hence the new upper bound will be less than the trilal value n, ,

and can be tzken as

t
Zp, b
(16) o, = mex {-i 1 353
1 3 zpda o
1 843

i

which will be well defined since (15) implies that the denominator

of the expression in brackets is positive for all j.

with an equality for at e lesst en~rdin-te, Conseguently

& &
ut +1 ut ‘lt

and the upper bound has been improved., Takine the same lower

bound for the next iteration



ll.

(17) B4 = B

will leave us ready for a new step.

It is evident that at each step the interval between
the two bounde chrinks tn leses than one half the previous length.g

Since

we mnet have

|ut - MQI ¢ 70 (u1 - sl)

en that three iteratinne iacresse the accuracv by slmost one
decimal place., In prectice the convercence will be considerably

faster, especially fnr the first iteratione,

It is of course not necessary tn sclve each linear
pro~ramming problem startines at the oriein., In the first place,
the dual problem (12) will be antomatically solved by the simplex
methnd as (11) is enlved, Secnnd, each iteratinn can be started
with the basis at which the previous one was terminated: even

thoush the problem will ir gereral not be primal nor dual feasible,

3 Compare thie with reference [l], where the internal
shrinks tn exactly tn one half the previous length, so that con-
vercence will be elower,



12.

a few pivot steps of the dusl simplex method followed by the
primal simplex method will solve it, The computational effort
will thus not be too great, except for the first few iterations,
The source of the largest amount of computations will be the
reinversion of the basis, since at each step there will be a

change in the coefficients of the matrix.

It is evident that the set of solutions of (1) with Sy
substituted for p converses to the Von Neumann facet: at each

step s, is either increased or left constant, so that the set of

t
activity levels satisfying these inequalities will shrink, each
containinz its predecessor, Since each set is closed and their
intersection is non-empty, the limiting set exists, and satisfies

ths same inequality with u = u?, The dual arrument shows that

the solutione of (2) converse to the Von Neumann prices.

It is very likely that the convergence of the algorithm
could be improved by tryins to predict the outcome of several
steps. Thie will be so particularly for the later iteratioms.
The followine linear extrapolation could be tried from time to

time, whenever the trial value p, nnderestimates the new lower

t
bound Sy o+ for some iterations prior to t = T.
Assume
(18) s, = RA+Bp
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for t 2 T, and assume also that u are known.

T Spo Sp 40 Uy

Then, usine (18) for t =T and t =T + 1, we find

St Bry T St Yo

O(:
Moy = Hr
Smyy = Sm
B:—'l—_
Upy = Hp

01 the other haad, by definition, for t > T

1
Ly C ut)

_ 1
= [C(+11T18 ut]

or, if 8 < 2, lettine t tend to infinity

%+ u

1 T

u = —[or+u, +8 1) ] =
o 2 T 0 58

Thus we may set

1 1

T +2 T
for sccelerated convercence,

A eimilar device would accelerate convergence when the
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lower hound remained unchan~ed for several iterations. It would

also be possible to use more refined extrapolations.
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