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Abstract
This paper describes a novel protocol for annotating teamwork
quality and related variables, based only on the speech signal.
Our protocol was designed to annotate a Spanish version of the
Objects Games corpus, a publicly available corpus that contains
dialogues of people playing a collaborative computer game.
The corpus was annotated by 4 raters, who achieved an Intr-
aclass Correlation Coefficient of 0.64 for the main teamwork
quality metric. Using the resulting annotations, we developed a
system for automatic prediction of the average teamwork qual-
ity across raters using features extracted from the conversations,
reaching a coefficient of determination, R2 of 0.56. This result
suggests that automatic prediction of teamwork quality from the
speech signal of the teammates is a feasible task.
Index Terms: teamwork quality prediction, data annotation

1. Introduction
Teamwork is considered a crucial factor for success in many
contexts, including software development, healthcare and med-
ical management, and sports [1, 2, 3, 4, 5]. A widely accepted
definition of a team is two or more individuals with specified
roles interacting adaptively, interdependently, and dynamically
toward a common and valued goal [6]. Further, in [7], team-
work is defined as a set of interrelated thoughts, actions, and
feelings between team members that are needed to function as a
team and that combine to facilitate coordinated, adaptive perfor-
mance and task objectives resulting in value-added outcomes.

The study of teams and effective teamwork has been ad-
dressed from many different domains over the years. This leads
to multiple definitions of factors that affect teamwork including
team composition [8], interpersonal and self-management skills
[9], and amount of effort required by the task [10]. Also, stud-
ies argue that teamwork is a dynamic component that should
be measured and studied at the team level and is inextricably
tied to context [11]. Therefore, teamwork involves several core
components and supporting coordinating mechanisms [7].

Measuring the quality of teamwork from team members’
interactions could allow for early interventions when the qual-
ity of the teamwork is poor. To this end, multiple teaming
metrics have been proposed, such as sociometric badges, phys-
iological metrics, external observer-based metrics [12], and
communication-based metrics. In particular, communication-
based metrics are an effective way to assess teamwork quality
[13, 14] for being holistic measures of team behavior as op-
posed to an aggregate of individual behavior of team members.

In this paper, we focus on the study of teamwork using mea-
sures based on the oral communication between team members
while solving a specific task. To our knowledge, no speech cor-
pus with teamwork annotations was available to perform our

study. While the dataset in [15] contains teamwork-related la-
bels for speech data, unfortunately, the quality of the audio sam-
ples is poor, making automatic processing very challenging. For
this reason we developed a protocol for annotating a publicly
available dataset. The selected corpus was a portion of the UBA
Games and Directions Corpus [16], where teams of two sub-
jects play a collaborative game in which they have to interact
to locate an object in the correct place. Raters were asked to
report several metrics related to the teamwork between players,
from more general to more specific concepts, based only on the
speech recorded by the subjects during each game. The imple-
mented annotation protocol and the chosen annotated variables
were designed to be as general as possible to allow the protocol
to be useful for annotating other databases in the future.

In the following sections, we describe the data annota-
tion process as well as some baseline approaches for automat-
ically predicting the resulting teamwork ratings using the au-
dio recordings. We analyze the resulting annotations and show
that moderate to high levels of agreement across raters were
achieved, which validates the proposed protocol. Further, we
show that the automatic prediction of teamwork quality reaches
R2 values of over 0.5 using simple features extracted from
the conversation. To our knowledge, no prior work had at-
tempted the automatic prediction of teamwork quality based on
the speech of the team members. We hope this work will serve
as a baseline for future work on this topic. The teamwork an-
notations and scripts needed to produce the results in this paper
are freely available for research purposes upon request.

2. Data
For this work, we used the first batch of 14 dialogues from the
UBA Games and Directions Corpus [17] – a version of the Ob-
jects Games Corpus [18]. This subset of the corpus consists
of a compilation of 14 dialogues between native speakers of
Spanish playing the Objects Game, in which both players see
the same set of 5 to 7 objects on their laptop screens, except
for one: the target. The Describer’s target appears in a random
location among the other objects, while the Follower’s target
appears at the bottom of their screen. The Describer must ex-
plain the position of their target so the Follower can move their
target to the same spot. Once they agree on a location match,
they are awarded 1 to 100 points depending on how close the
selected location was to the correct one. The subject’s goal was
to achieve a high score, with a financial bonus depending on
the number of points they secured. Each player used a separate
laptop which was not visible to the other player, divided by a
curtain to ensure all communication was verbal. Subjects alter-
nated in the describer and follower roles. This game setup has
been shown to elicit natural task-oriented dialogue [18, 17].
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A total of 14 subjects participated in the corpus, each one
playing two sessions with a different randomly-selected team-
mate. Each session consisted of 14 instances of the game which
we will call tasks, resulting in a total of 196 audio samples.
The subjects’ ages ranged from 19 to 59 years (M = 28.6,
SD = 12.7). The 14 sessions were composed of 5 male-male
pairs, 5 female-female pairs and 4 male-female pairs. The cor-
pus contains approximately 386 minutes of speech, and the av-
erage task duration is 110 seconds.

3. Annotation protocol
For the annotation process, the 196 audio samples correspond-
ing to the 14 individual tasks from the 14 sessions were ran-
domly grouped in blocks of 14 with the restriction that only one
task per team appeared in each block. This was done to encour-
age raters to evaluate each task independently of the other tasks
in a session, considering the time-varying nature of teamwork
quality [11]. A different random order was used for each rater.
The blocks had an average audio duration of 25 minutes. Raters
were instructed to annotate at most 2 blocks per day, one in the
morning and one in the afternoon. The average time it took
raters to annotate each block was 54 minutes.

The annotation process was carried out remotely, through
a web page. The raters were required to have a computer with
a stable internet connection, and over-ear headphones. They
were asked to do the task in a silent room and take precautions
to reduce possible sources of noise (close their windows, turn
off home appliances as TV, fans, etc.). Next, they were asked
to log in with their credentials and go through an audio setup
stage: they had to listen to two sample monologues, one from a
male and one from a female speaker, and were asked to adjust
their volume to a comfortable level. Next, we presented a brief
description of the Objects Game, to provide some context about
the audio recordings that they would be evaluating, and a guided
tour of the form they had to fill in for each audio sample.

After the guided tour, raters were asked to read the defini-
tions of all the variables, dividing them into three groups: gen-
eral teamwork quality, teamwork components and mechanisms,
and social behavior. They were able to return to these defini-
tions at any time during the annotation process. The complete
definitions shown to the raters both in Spanish and in English
can be requested by email to the authors. In Section 3.1, we
give summarized definitions of all the variables annotated.

After reading the definitions, raters were presented with a
first block of hand-picked tasks. The recordings were selected
to represent the variety of conversations in the corpus. The an-
notations for this block were then discarded, and its recordings
were repeated in other blocks toward the end of the sequence of
blocks. This way, the first block serves as a calibration process
for the raters to adjust their use of the 5-level Likert scale.

Five raters were recruited for this task. All of them were
native speakers of Spanish. Three of them were considered ex-
perts as they were Psychology researchers, while the other 2
were considered non-experts raters. A deadline of 30 days was
given to annotate the audio files of all 196 tasks. One expert
annotator did not finish the task by the deadline; therefore their
annotations were discarded.

3.1. Annotation variables

For general teamwork quality, raters had to answer the ques-
tion “How good was the teamwork in this recording?” in a 5-
level Likert scale, and report the level of confidence in their

response. This question was meant to provide a general assess-
ment of teamwork quality as perceived by the raters. Next,
raters were asked to indicate at least one teamwork compo-
nent or mechanism they had taken into consideration to re-
spond to the first question, indicating negative or positive in-
fluence on a scale from -2 to 2. These components are taken
from [7] and they are briefly defined as follows. Team lead-
ership (TL): Ability to direct and coordinate the activities
of team members, assess team performance, assign tasks, de-
velop team knowledge/skills/abilities, motivate team members,
plan/organize, and establish a positive atmosphere. Mutual
performance monitoring (MPM): Ability to develop common
understandings of the team environment and apply strategies
to accurately monitor team performance. Backup behavior
(BB): Ability to anticipate team members’ needs through accu-
rate knowledge of their responsibilities. This includes the abil-
ity to shift workload among members to achieve balance during
high periods of workload or pressure. Adaptability (Ad): Abil-
ity to adjust strategies based on information gathered from the
environment through the use of backup behavior and realloca-
tion of intrateam resources. Team orientation (TO): Propen-
sity to take other’s behavior into account during group interac-
tion and the belief in the importance of team goals over indi-
vidual members’ goals. Shared mental models (SMM): Orga-
nizing knowledge structure of the relationships among the task
the team is engaged in and how the team members will inter-
act. Mutual trust (MT): Shared belief that team members will
perform their roles and protect the interests of their teammates.
Closed-loop communication (CLC): Exchange of information
between sender and receiver irrespective of the medium.

Finally, raters had to answer three yes-no questions related
to social behavior: Does the conversation flow naturally? (FN)
Are the participants having trouble understanding each other?
(HTU) Is the conversation awkward? (CA). These same ques-
tions had previously been annotated for the Columbia Games
corpus [19]. For each task, raters were also able to leave com-
ments about the audio sample or their annotations.

4. Analysis of teamwork annotations
The Intraclass Correlation Coefficient (ICC) [20] between the
four raters for the teamwork quality rating was 0.64. Values
between 0.5 and 0.75 are thought to be indicative of moder-
ate inter-rater agreement [20]. A permutation test with 1000
permutations resulted in ICC values below 0.26 (M = 0.01,
SD = 0.11) indicating that the ICC of 0.64 is statistically sig-
nificantly better than random agreement in this dataset.

Figure 1 shows the ICC, the average teamwork quality rat-
ing, and the average reported confidence in the rating, as a func-
tion of the task duration. To obtain each point in these lines, a
shifting window of 14 samples sorted by increasing task dura-
tion was used. The figure shows that the agreement falls dramat-
ically for a task duration above 100 seconds. We hypothesize
that this happens because long samples may include changes
in teamwork quality, as teamwork quality is a dynamic charac-
teristic. Hence, if one annotator focuses their attention on the
beginning of the task while another focuses on the end, their
ratings might differ. These results suggest that, for long au-
dio samples, teamwork quality annotations should be done by
splitting the audio into shorter windows for more accurate an-
notations. Given this finding, in order to avoid using samples
for which annotations are not reliable, only tasks shorter than
100 seconds were used for the experiments, keeping 111 of the
196 original tasks. The annotator agreement for these samples
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Figure 1: Annotator agreement, average rating and average
confidence as a function of task duration.

increases to 0.79 (compared to 0.64 over all samples). The re-
maining tasks will need to be split into shorter samples and re-
annotated before they can be used for experimentation.

Another interesting observation from Figure 1 is that
shorter tasks have the lowest average confidence (average con-
fidence of around 3 compared to the peak confidence of over 4
at longer tasks). Based on comments left by the raters, these
shorter tasks were difficult to annotate due to the small amount
of information exchanged between the players. In most of these
short tasks, the describer gave a few indications, and the fol-
lower did not answer or answered with a backchannel. This
limited interactions resulted in the raters having low confidence
in their ratings. Nevertheless, despite the low confidence, raters
tended to agree that these short tasks corresponded to a low
quality teamwork, as seen in Figure 1.

Finally, Figure 2 briefly describes the annotations, as a
function of teamwork quality rating. The left pane shows
the fraction of affirmative answers to the three social-behavior
questions, where we see reasonable trends of FN increasing and
HTU and CA decreasing as the annotated teamwork quality in-
creases. The right pane shows the fraction of times each di-
mension was selected for each rating. We can see that the vari-
ables selected the most were TL and MPM. Other components,
like Ad, BB and MT, were selected less frequently, perhaps for
not being too relevant for these specific short-duration game-
oriented dialogues. Lastly, the middle pane shows the average
ratings for the selected variables. We see a clear trend with
values increasing with teamwork quality. Notably, the worse
average TL values are not negative but close to 0 indicating that
raters related neutral TL with bad teamwork.

5. Prediction of teamwork ratings
Given the teamwork quality ratings obtained using our proposed
protocol we could now explore the use of machine learning
techniques for the automatic prediction of these ratings. To
this end, we used the average rating across all four raters for
each task as regression target for our models. For this initial
effort, we used random forest regressors (RFR) as models, im-
plemented using scikit-learn [21]. RFRs were chosen for being
robust general models. We explored a variety of input features
extracted from the speech of the two participants in the task.

Acoustic features were extracted following the eGeMAPS
specification. This set of features was first proposed in [22] and,
since then, it has been used successfully for a variety of high-
level speech processing tasks, including the detection of men-
tal states [23, 24]. The eGeMAPS features include frequency,
energy, spectral and temporal-related features. They were ex-
tracted using the OpenSmile toolkit (v2.4.2) [25]. A second set
of features are those related to word and turn counts and speech
and silence duration. The speaker turn information was manu-
ally annotated in the UBA games corpus by the authors of the

Figure 2: Annotation variables vs. teamwork quality rating

corpus [26]. A turn is defined as a maximal sequence of inter-
pausal units (IPUs – maximal sequences of words surrounded
by silence longer than 50 ms) from one speaker, such that be-
tween any two adjacent IPUs there is no speech from the inter-
locutor [16]. Further, each turn is annotated with a turn-type
label (e.g., smooth switch, backchannel, or pause interruption).
Table 1 includes a description of each feature set.

Features for each task were extracted separately for each
speaker role (describer/follower) and then concatenated, listing
the describer’s features first. Also, a duration-normalized ver-
sion of the features that contain duration information was com-
puted to analyze the effect of ignoring the information about the
total duration of the task. Table 1 shows the types of normaliza-
tion applied to the features that have a normalized version.

For hyperparameter tuning we used the Columbia Games
Corpus [18], which is an English version of the corpus we use
for testing, since holding out data from this corpus for tuning
was not feasible given the its size. The features from Table 1
were extracted on that corpus and a RFR was trained to predict
one of the labels available in that dataset which corresponds to
whether the conversation flowed naturally. These ratings were
in a 5-level scale. A grid search parameter was performed for
the number of trees (100-500 with steps of 10), the maximum
depth (2-20 with steps of 1) and the percentage of features con-
sidered at each spit (0-100, with steps of 10). For each com-
bination of parameters, the test metric was calculated over 10
models with different seeds and then averaged. The best RFR
for that task on that dataset used 300 trees in the ensemble, a
maximum depth of 3 and 100% of features considered at each
split. All other hyperparameters were left at their default values
provided by the scikit-learn method.

For the experiments, 7-fold cross-validation was used to ob-
tain predicted ratings on all samples longer than 100 s. The
folds were created by splitting by session. The splits were re-
generated 100 times with different seeds. Finally, for each seed,
the predictions from all the folds are pooled and 100 bootstrap
sets are generated to obtain confidence intervals. For each boot-
strap set, the coefficient of determination, R2, is computed as
performance metric [27]. The R2 for all the bootstrap sets for
all seeds are pooled together to obtain confidence intervals.

Figure 3 shows the RFR model R2 values across the differ-
ent feature sets. For reference, a baseline system which always
outputs the mean rating over the training set is included. This
system is the best possible system that does not have access to
the input samples. The best performance is obtained by using
only the turn total cnt feature set. Further, the top feature sub-
sets are those that reflect in some way the duration of the task
(which we call “task-duration-aware” sets). This result was ex-
pected since Figure 1 showed a strong correlation between the
task duration and the average teamwork rating for short dura-
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Table 1: Features extracted over each task recording; µ, σ, P5 and P95 are the mean, standard deviation, and percentiles 5% and 95%,
respectively, and are calculated after normalization when required. All features except task duration were extracted separately for each
speaker and then concatenated. The normalization statistics are always obtained over both speakers. The second block of features are
extracted using manual annotations. The bottom block corresponds to various subsets of eGeMAPS features.

Attribute Description Normalized version (divided by)
task dur Total task duration -
turn total cnt Total number of turns Task duration, and speech duration
turn type cnt Number of each turn-taking category Number of turntakings
word cnt Total number of words, µ, σ, P5 and P95 of number of words in each turn Total number of words, task duration
speech dur Total speech duration, µ, σ, P5 and P95 of speech duration in each turn Total speech duration and task duration
sil dur Total silence duration, µ, σ, P5 and P95 of silence duration in each turn Total silence duration and task duration
turn dur µ, σ, P5 and P95 of turns duration -
frequency Pitch, jitter, formant 1, 2 and 3 frequency, formant 1 bandwidth -
energy Shimmer, Loudness, and harmonic to noise ratio -
spectral Spec slopes, formants, harmonic diff, relative energy, spec flux and MFCC 1-4 -
spec voiced Alpha Ratio, Hammarberg Index, spec slopes, spec flux and MFCC 1-4 in voiced regions -
spec unvoiced Alpha Ratio, Hammarberg Index, and spec slopes over unvoiced segments -
temporal Voiced and unvoiced segments per second and length of segments -

tion tasks (up to 60 seconds approximately). Interestingly, the
turn total cnt feature outperforms the task dur feature, indicat-
ing that the most relevant information for the task is not the
total duration of the task but, rather, the number of turns, with
the total duration being a good –albeit imperfect– proxy for this
feature. Note, though, that while task dur can be extracted au-
tomatically from the signal, all the other task-duration-aware
sets require manual annotations. Nevertheless, automatic ver-
sions of these features could potentially be extracted. We plan
to explore this direction in future work.

Figure 3: R2 for each set of features in Table 1 including the
normalized versions. Colors indicate the type of feature.

Among subsets that are not directly affected by the to-
tal task duration (which we call “task-duration unaware”), the
best performance is achieved with turn dur, closely followed by
turn type cnt norm. Overall, the best task-duration aware sys-
tems reach R2 values over 0.5, while the best task-duration un-
aware systems reach R2 values around 0.3. Clearly, the biggest
source of information about teamwork quality for this dataset is
given by task duration. Yet, this may not be the case for other
types of tasks. Fortunately, we see that, even if total duration
information is ignored, other features can be used for predicting
teamwork quality with better-than-chance performance.

Finally, in order to study whether combinations of differ-
ent sets can lead to better performance than the individual sets,
we train a model using all the available features and compare
its performance with the best single feature and the best two-
way combination of sets. We do this considering groups of
feature sets: 1) all sets, and 2) only the task-duration unaware

sets. Figure 4 shows that, for the first case in which all sets
are available, the best performance is achieved with the com-
bination of turn total cnt and sil dur norm, and for the second
condition the best performance is achieved with turn dur and
sil dur norm. Finally, for comparison, a system that includes
all features in Table 1 is included. Notably, no gains can be ob-
served from the use of more than one feature. Adding features
seems to be causing the RFR to overfit to the training data re-
sulting in poorer results in the test data. This is likely due to the
very small amount of data available for training these models.

Figure 4: Best feature sets among task-duration aware and task-
duration unaware sets.

6. Conclusions
We presented a protocol for annotating teamwork quality us-
ing a web-based application. The protocol was used to annotate
a corpus of game-driven dialogs. We found a moderate to high
agreement across raters for the task of rating the teamwork qual-
ity, validating our protocol. Automatic detection of the resulting
ratings using speech-based features achieved a coefficient of de-
termination of 0.56, using only the number of turns from each
of the two speakers in the dialog. For this dataset, the num-
ber of interactions between speakers was a strong predictor of
teamwork quality, with samples with fewer interactions being
detected as having lower teamwork quality. This is possibly
a dataset-specific conclusion. When considering only features
that do not encode the total number of interactions, a maximum
R2 of 0.30 was achieved using statistics on the distribution of
durations of the speaker turns for each speaker, indicating that
even with features that are unaware of the total number of turns,
better-than-chance results can be obtained for this task. These
result are a promising first step in the study of automatic team-
work quality prediction from speech.
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