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Abstract
Background:Data-driven development of medical biomarkers of bone requires
a large amount of image data but physical measurements are generally too
restricted in size and quality to perform a robust training.
Purpose: This study aims to provide a reliable in silico method for the
generation of realistic bone microstructure with defined microarchitectural prop-
erties. Synthetic bone samples may improve training of neural networks and
serve for the development of new diagnostic parameters of bone architecture
and mineralization.
Methods:One hundred-fifty cadaveric lumbar vertebrae from 48 different male
human spines were scanned with a high resolution peripheral quantitative CT.
After prepocessing the scans, we extracted 10,795 purely spongeous bone
patches, each with a side length of 32 voxels (5 mm) and isotropic voxel size
of 164 𝜇m. We trained a volumetric generative adversarial network (GAN) in
a progressive manner to create synthetic microstructural bone samples. We
then added a style transfer technique to allow the generation of synthetic sam-
ples with defined microstructure and gestalt by simultaneously optimizing two
entangled loss functions. Reliability testing was performed by comparing real
and synthetic bone samples on 10 well-understood microstructural parameters.
Results: The method was able to create synthetic bone samples with visual
and quantitative properties that effectively matched with the real samples. The
GAN contained a well-formed latent space allowing to smoothly morph bone
samples by their microstructural parameters, visual appearance or both. Opti-
mum performance has been obtained for bone samples with voxel size 32 × 32
× 32, but also samples of size 64 × 64 × 64 could be synthesized.
Conclusions: Our two-step-approach combines a parameter-agnostic GAN
with a parameter-specific style transfer technique. It allows to generate an
unlimited anonymous database of microstructural bone samples with sufficient
realism to be used for the development of new data-driven methods of bone-
biomarkers. Particularly, the style transfer technique can generate datasets of
bone samples with specific conditions to simulate certain bone pathologies.
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2 VIRTUAL BONE MICROSTRUCTURE OF HRpQCT

1 INTRODUCTION

Digital generation of microstuctural bone has the poten-
tial to create an anonymous and unlimited dataset for
the development of new diagnostic microarchitectural
parameters. Such a method may gain insight in the
microstructure of osteopenic or osteoporotic bone, or
help to analyze the performance of new microstructural
parameters. It can also be used as a basis for an in silico
simulation of clinical CT scans1 to provide pairs of syn-
thetic ground-truth and clinical CT that can be used then
to train data-driven methods for CT noise suppression.2

Additionally, when the latent space of the generative
network is smooth and adequately well formed, one
might be able to develop a simulation that transforms
a bone sample into another just as it would degenerate
under osteoporosis.
Recent high-quality artificial intelligence (AI) research

was focused on solving difficult medical image problems
for instance by using generative adversarial networks
(GANs).GANs in medical imaging are often used to add
non-existent image information to real patient scans, for
instance for rib suppression from chest x-rays in order to
improve the reliability of pulmonary disease diagnosis,3

to synthesize contrast-enhanced magnetic resonance
images4 or to enhance the response of contrast agents
in computed tomography imaging.5 GANs are also used
to reconstruct CT images from planar X-rays6 or to syn-
thesize high resolution diffusion tensor images from low
resolution ones.7 We focus here on the development
of a robust and reliable GAN8 to generate an artifi-
cial dataset of bone tissue with sufficient realism and
variance but, in contrast to the concept of Cycle-GANs,
without requiring to be able to copy a given real bone
sample to perfection. Peña-Solórzano et al. proposed
in this context a numerical non-AI model for the gen-
eration of short stacks of synthetic CT slices of bone
microstructure.9 They used a pipeline of random noise,
Gaussian and Lorentzian distributions, and the Fourier
transformation. Another approach combines GANs with
a 3D tessellation mechanism that allows expansion of
patch size from 643 to 1203 voxels or more.10 However,
shortcomings of both methods are the lack of realism
and inter-variability of the generated specimen.Thus, to
our knowledge, a reliable method for the generation of
realistic spongeous training data for neural networks or
for the simulation of specific bone conditions was not
proposed yet.
The development of bonemicrostructural parameters,

such as bone volume by total volume, trabecular sepa-
ration or plate-to-rod ratio, requires accurately modelled
sample data with respect to the objective of investiga-
tion. For the development of parameters with non-AI
techniques, that is based on physical and morpho-
logical properties, one could use simple 3D textures
that are constructed by rods and plates of different

orientations, positions and thicknesses.11,12 However,
training of complex data-driven approaches such as
neural networks need realistic training and testing data
that reflect the natural variation and entropy of real
human bone and their unsuitability to simulate bone
deterioration of the same specimen as assessed on
long-term studies. While samples of real human bone
could be used directly to prove a theoretical machine
learning mechanism, they are often too limited in size
to achieve clinically reliable results. Hence, the avail-
ability of specific GANs that can generate unlimited
training data is a necessary requirement for data-driven
AI. In comparison to conditional GANs, we propose a
two-step approach with a parameter-agnostic and a
parameter-specific component of the GAN network with
the advantage to not require time consuming retraining
of the generative model if the user desires to incor-
porate new control properties. Hence, our method can
easily be adjusted to any specific research problem that
is defined by a given constraint of bone microarchi-
tecture. We hypothesize that our synthetic dataset will
significantly improve performance and reliability of many
existing deep-learning methods of bone microstructural
analysis.13,14

2 MATERIALS AND METHODS

We propose a model-entangled two-step approach.
The first part is a parameter-agnostic GAN, trained
on isotropic real high-resolution peripheral quantita-
tive computed tomography (HRpQCT) patches of 323

voxels (box of 5mm diameter) that generates in sil-
ico samples of the same kind (Figure 1). Synthetic
samples are generated from a 32-dimensional latent
code vector z. The second part is an optimizer that
provides parameter-specific control over the learned
latent space to customize the morphological proper-
ties of the output volumes (Figure 2). We implemented
10 microstructural parameters that can be used in any
combination to morph a given synthetic bone sample
towards a reference microstructure.Equivalently,we are
able to vary the gestalt or appearance of any synthetic
bone sample and fixing the microstructural reference
parameters.

2.1 Preparation of real bone patches

One hundred-fifty ex-vivo human lumbar vertebrae of
48 male donors were extracted and cleaned, remov-
ing all bone marrow, and scanned on a HRpQCT
(XtremeCT, Scanco Medical AG, Brüttisellen, Switzer-
land) with isotropic voxel size of 82 𝜇m and implicit
calibration to density values. The mean age was 50
years (range 21–64) and the subjects were all employed
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VIRTUAL BONE MICROSTRUCTURE OF HRpQCT 3

F IGURE 1 (a) One of 150 prepared sample vertebrae used in this study. (b) Sample HRpQCT scan after cropping pedicles and processes.
(c) The spongiosa of the vertebra obtained by peeling 2.5 mm (15 voxels) of the border. (d) Two sample patches of 5 mm (32 × 32 × 32 voxels)
and 10 mm (64 × 64 × 64 voxels) used for training the proposed GAN.We extracted in total 10 795 patches of 5 mm and 3454 patches of 10
mm.GAN, generative adversarial network; HRpQCT, high-resolution peripheral quantitative computed tomography.

F IGURE 2 Optimization of the latent code that represents a bone patch with high (or low) structural similarity to a reference patch and
simultaneously microstructural features that fit a given set of reference features. The feature space is a subset of all normalized microstructural
parameters and principal components. The parameter-agnostic GAN is a readily trained and static component during fine-tuning.

before death and with a short history of illness that was
not necessarily related to bone degeneration.The verte-
brae were sampled and prepared in Finland,15 and later
scanned in Canada16 for research, being conducted
by the Common Spinal Disorders Research Group,
University of Alberta. There was no data exclusion
applied and the study was approved by the local ethics
commission.
We imported the native Scanco-files into Python and

sampled them down by a factor of 2 to an isotropic
voxel size of 164 𝜇m, averaging each eight voxels of
the original volume to one voxel of the new volume.This
increased the signal-to-noise ratio and voxel-size while
preserving all relevant microstructural information.17 We
removed pedicles and processes with a semi-automatic
segmentation and patching procedure that was devel-
oped for this study. First, we cropped the vertebra body
with a manually placed bounding box. By applying a
combination of threshold segmentation, morphological
closing and binary propagation, we selected then all
voxels of the vertebral body. Peeling of the vertebral
body was applied by removing voxels closer than 15

voxels (2.5 mm) to the background. Finally, we used
a grid with an isotropic grid-size of 32 voxels (box of
5 mm) to extract a total of 10,795 purely spongeous
and isotropic non-overlapping bone patches. This set
was augmented to 172,720 patches by employing all 16
axis-aligned combinations of rotations and reflections
preserving the vertical load direction of the samples.
The specimens showed unnaturally low integral bone
density,since they contained air in place of bonemarrow.
To reach microstructural parameters as computed from
bone samples with bone marrow, we linearly mapped
the raw scans in order to artificially replace air with bone
marrow:

v =
vraw − dair
dbone − dair

(dbone − dmarrow) + dmarrow, (1)

where is vraw the raw HRpQCT volume and v the
density-calibrated and with densities of 850 mg∕cm3

for bone (dbone) and 0 mg∕cm3 for marrow (dmarrow).
The apparent air density dair ≈ −336.57 mg∕cm3 was
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4 VIRTUAL BONE MICROSTRUCTURE OF HRpQCT

computed from calibration values stored in the header
of the Scanco aim-files. For training the GAN, patches
were linearly normalized from [−350,1100] mg∕cm3 to
[0,1]. Only 0.001% of the entire voxels were thereby
hard-clamped to 0 or 1. Accordingly, the patches gen-
erated by the GAN were again remapped from [0,1] to
[−350,1100] mg∕cm3 in production-mode.

2.2 Generation of synthetic bone
samples

GANs are trained to stochastically generate samples
close to a distribution represented by the training set.18

Despite the high success of these networks, training is
still a very unstable process. Therefore, several algo-
rithms have emerged to deal with training issues. The
selection process of algorithms for the proposed context
has been discussed previously.19 We based our frame-
work on Wasserstein GANs, consisting of a generator
network G : z ↦ ṽ, and a discriminator network, called
critic in the context of WGANs, C : v ↦ 𝛿 ∈ ℝ+ that
returns a score of real appearance, used for training.20

Both networks were simultaneously trained to try to
fool each other: while G learned to generate synthetic
samples ṽ from an n-dimensional vector z, the dis-
criminator C learned to distinguish synthetic from real
samples. In order to improve convergence, we applied
a gradient penalty mechanism (GP) at every itera-
tion performing a critic parameter update (WGAN-GP).
Formally:

wgan = 𝔼[C(v)] − 𝔼[C(G(z))] + 𝜆𝔼
[(‖∇vC(v)‖2 − 1

)2]
,

(2)
where 𝔼 is the expectation value, 𝜆 is the gradient
penalty coefficient enforcing the Lipschitz constraint, v
is a real bone sample and z a latent code, sampled
from the surface of an 32-dimensional hypersphere with
unit radius.21 Despite the aforementioned precautions
to improve the training process, GANs are still prone to
mode collapse.We therefore alleviate this problem with
a mode seeking regularization term22:

ms =
‖G(z1) −G(z2)‖22
arccos(z1 ⋅ z2) + 𝜖

, (3)

which minimizes the Euclidean distance between two
samples G(z1) and G(z2) with respect to the angle
between the latent codes z1 and z2.The intuition behind
this term is that the closer the latent codes, the greater
the probability to collapse to the same mode. Minimiz-
ing Equation (3) encourages the generator to explore
the image space, while forcing the critic to pay atten-
tion tominormode samples.Finally,our training objective

TABLE 1 Generator network layers of G(z)

Kernel size Activation Output shape

z − − 32

2×Conv3D 4×4×4 Leaky ReLU 32×4×4×4

2×Conv3D 3×3×3 Leaky ReLU 32×8×8×8

2×Conv3D 3×3×3 Leaky ReLU 32×16×16×16

2×Conv3D 3×3×3 Leaky ReLU 32×32×32×32

2×Conv3D 1×1×1 Leaky ReLU 1×32×32×32

tanh − − 1×32×32×32

TABLE 2 Critic network layers of C(v) used for training the
generative adversarial network

Kernel size Activation Output shape

Conv3D 1×1×1 Leaky ReLU 32×32×32×32

2×Conv3D 3×3×3 Leaky ReLU 32×32×32×32

2×Conv3D 3×3×3 Leaky ReLU 32×16×16×16

2×Conv3D 3×3×3 Leaky ReLU 32×8×8×8

Conv3D 3×3×3 Leaky ReLU 32×4×4×4

Conv3D 1×1×1 − 1×1×1×1

function optimizes:

bone = wgan + 𝛾ms (4)

The generator and critic are convolutional networks.We
used 3D convolutional layers, Leaky ReLUs and pixel
normalization after each 3D convolutional layer in the
generator network (Tables 1 and 2). In total, each net-
work was composed of ˜260,000 trainable parameters.
We progressively trained the network for 150 epochs
in four stages: 4 × 4 × 4, 8 × 8 × 8, 16 × 16 × 16
and 32 × 32 × 32. Each training stage consisted on
five training epochs followed by five blending epochs
to fade smoothly in the new layers. We used a batch
size of 4 in all stages and minimized Equation (4) with
𝛾 = 1.0 using ADAM optimizer23 (𝛽1 = 0,𝛽2 = 0.99) with
learning rate = 0.001 for both, the generator and critic
network. The gradient penalty coefficient was set to 𝜆 =
10. In order to further regularize the critic, we penalized
outputs drifting away from zero by adding the average
of the critic output squared to its loss with weight 𝜖drift =
0.001. Additionally, we updated the generator-weights
using Exponential Moving Average.24 Training time was
14 h on a NVIDIA 3090 RTX GPU.

2.3 Microstructural fine-tuning
of synthetic bone samples

Microstructural fine-tuning was performed by combining
the loss metrics of the visual appearance (gestalt-loss)

 24734209, 0, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16482 by C

ochraneA
rgentina, W

iley O
nline Library on [02/06/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



VIRTUAL BONE MICROSTRUCTURE OF HRpQCT 5

and 10microstructural parameters (microstructural loss)
which implement well-understood morphological and
biological properties of trabecular bone. The gestalt
loss gestalt was based on the structural similarity25 but
without luminance term:

gestalt(v1, v2) = 1 − 𝔼

[
2𝜎1𝜎2 + c1
𝜎21 + 𝜎22 + c1

]𝛼
⏟⎴⎴⎴⎴⎴⏟⎴⎴⎴⎴⎴⏟

Contrast term

⋅ 𝔼

[
𝜎12 + c2
𝜎1𝜎2 + c2

]𝛽
⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟

Structure term

(5)
with v1 and v2 two volumes to compare, 𝔼 the expec-
tation value, 𝜎2i the local variance of vi , 𝜎12 the local
covariance of both volumes and 𝛼 = 1 and 𝛽 = 4 con-
stants.We avoided the luminance-term of the structural
similarity,since this property was directly adjusted by the
bone mineral density (BMD). The variance and covari-
ance terms were computed with a normalized Gaussian
convolution mask of 7 × 7 × 7 voxels.
The latent code z was sampled from the surface of

a 32-dimensional hypersphere. By implementing this
constraint, optimization was effectively performed in
31 dimensions on spherical coordinates of the hyper-
surface. The combined fine-tuning loss tuning was
optimized with the limited-memory Broyden-Fletcher-
Goldfarb-Shanno algorithm (L-BFGS), it reads formally:

tuning = 𝛾gestalt(v,G(z))
⏟⎴⎴⎴⏟⎴⎴⎴⏟

Gestalt loss

+(1 − 𝛾) ‖s − S(G(z))‖22
⏟⎴⎴⎴⎴⏟⎴⎴⎴⎴⏟
Microstructural loss

, (6)

with v a synthetic reference bone sample, G(z) the
generator network of the GAN, s the reference fea-
tures,S(G(z)) the function that computes microstructural
features from a given latent code and 𝛾 = 0.1 a weight-
ing constant. The design of the function S(v) that
computes microstructural features from a synthetic
or real bone sample is described in the following
sections.

2.4 Differential microstructural
parameters

Ten differentiable microstructural parameters were
developed for the computation on a Graphics Pro-
cessing Unit using the Pytorch package of the Python
programming language. In contrast to conventional
microstructural parameters,26,27 our parameters are
fuzzy in nature, very fast and allow backpropagation
as required for microstructural fine-tuning and effec-
tive training of neural networks. Besides BMD and
the standard deviation of the bone mineral density
(BMD.SD), we used further differentiable parameters
that can be divided in two groups: voxel-wise and
convolution-based parameters.

2.4.1 Voxel-wise parameters

We used the sigmoid and softplus function for the trans-
lation of microstructural parameters from crisp to fuzzy
domain. The bone volume by total volume (BV/TV) was
computed as the average partial bone volume per voxel
obtained from a sigmoidal mapping:

BV∕TV = 𝔼

[(
1 + exp

(
t − v
𝜎

))−1]
= 𝔼[vb] (7)

with v the input volume, vb the fuzzy binarized
volume, threshold t = 200 mg∕cm3 and smoothness
𝜎 = 45 mg∕cm3. With those values, a voxel with inte-
gral density of 200 mg∕cm3 obtained a BV/TV of 50%, a
voxel with 250 mg∕cm3 a BV/TV of 75% and a voxel with
406 mg∕cm3 a BV/TV of 99%. In contrast, the standard
crisp definition would assign a local BV/TV of 100% to
any density above 200 mg∕cm3. The marrow volume by
total volume (MV/TV) reads accordingly

MV∕TV = 1 − BV∕TV = 𝔼[1 − vb]. (8)

The softplus function (x)+𝜖 is a fuzzy variant of max(x,0):

(x)+𝜖 = softplus(x, 𝜖) = 𝜖 ln
(
1 + exp

(x
𝜖

))
, (9)

with max(x,0) ≤ (x)+𝜖 ≤ max(x,0) + ln(2)𝜖, for any x. We
used the softplus function to define the fuzzy tissue
mineral density (TMD):

TMD = 𝔼
[
(v)+𝜖1 vb

]
∕ (𝔼[v𝛼])+𝜖2 (10)

with 𝜖1 = 5 mg∕cm3 and 𝜖2 = 0.015 small constants to
avoid division by zero and 𝛼 ∈ [1,2] ascribing the struc-
tural model.For 𝛼 = 2, the model assumes that all voxels
contain a partial volume effect, thus a voxel with density
200 mg∕cm3 contained equal components of mineral-
ized bone of 400 mg∕cm3 and marrow of 0 mg∕cm3.
For 𝛼 = 1, the model assumes varying mineralization
only, a voxel with density 200 mg∕cm3 is assigned then
a TMD of 200 mg∕cm3. We set 𝛼 = 1.4 as a compro-
mise between varying mineralization and partial volume
effect. The term (v)+𝜖1 restricts the computation of the
TMD to those voxels with a positive density. The mineral
equivalent marrow density28 (MeMD) reads

MeMD = 2t − 𝔼
[
(2t − v)+𝜖1 ⋅ (1 − vb)

]
∕ (𝔼[(1 − vb)𝛼])

+
𝜖2

(11)
with 𝛼,𝜖1 and 𝜖2 as defined above and 2t = 400 mg∕cm3

the maximum MeMD.
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6 VIRTUAL BONE MICROSTRUCTURE OF HRpQCT

2.4.2 Convolution-based parameters

For the computation of the bone surface by total volume
(BS/TV), trabecular number (Tb.N), separation (Tb.Sp)
and thickness (Tb.Th) we combined a fuzzy version
of the generalized mean intercept length tensor29 and
derived the remaining parameters with the parallel plate
model.30 The generalized mean intercept length tensor
uses three directional gradient filters, and is mathemat-
ically equivalent to the directed secant method.31 The
bone surface is the area between marrow and bone. It
can be computed from the fuzzy binarized bone volume
(vb) and three directed convolutions with finite differen-
tial kernels Kx, Ky and Kz of size 2 × 2 × 2 voxels and
four directional weights of 0.25 and −0.25 aligned in x-,
y- and z-direction. The BS/TV reads

BS∕TV = a Δ−1 𝔼
⎡⎢⎢⎣
√ ∑

𝜉∈{x,y,z}

(vb ∗ K𝜉)2
⎤⎥⎥⎦. (12)

with a = 0.945 an adjustment factor, Δ = 0.164 mm
the voxel spacing and ∗ the convolution operator. The
remaining parameters read:

Tb.N = (BS∕TV) ∕ (2 BV∕TV)+2 𝜖2
(13)

Tb.Th = 2 (BV∕TV) ∕ (BS∕TV)+𝜖3 (14)

Tb.Sp = 2 (MV∕TV) ∕ (BS∕TV)+𝜖3 (15)

with 𝜖2 = 0.015 and 𝜖3 = 0.1. Table 3 shows the robust
minima and maxima (1%,99% quantile) and the three
center quartiles (25%, 50% and 75%) of the implemented
differentiable microstructural parameters.

2.5 Normalization of microstructural
parameters

To use any combination of microstructural parameters
during optimization without favoring anyone in particular,
we extracted the relative information of each param-
eter in relation to its distribution. For that purpose
we designed a numerically robust power transform to
normalize each parameter (x) to become asymptoti-
cally standard-normal distributed (y),and with additional
robustness for values x that do not belong to the original
parameter distribution:

y = (H(−𝜆) + sigmoid(s1x + Δ1))
𝜆 sign(s1𝜆) s2 + Δ2

(16)
with x the input microstructural parameter, 𝜆 ∈ ℝ≠0 and
s1, s2,Δ1 and Δ2 ∈ ℝ constants of the transform. The
term sigmoid(s1x + Δ1) is the standard sigmoid func-
tion applied to a linear mapping of x, H the Heaviside

TABLE 3 Statistical properties of the microstructural parameters
computed on 10 795 real (bold) and synthetic patches (italic) of size
32 × 32 × 32 voxels. The robust minimum (r.min) and maximum
(r.max) are computed on the first and last percentile

Percentile 1 (r.min) 25
50
(median)75

99
(r.max)

BMD (mg/cm3) 59.72
58.50

96.50
98.06

117.29
115.32

141.93
137.84

302.70
258.54

BMD.SD
(mg/cm3)

74.65
79.00

97.24
95.74

110.09
107.34

126.38
122.67

265.87
197.44

TMD (mg/cm3) 277.14
282 .08

301.85
300.16

317.17
315.03

337.59
333.78

487.91
426.35

MeMD (mg/cm3) 27.53
27.88

46.52
47.41

54.52
55.04

62.74
62.84

87.96
86.97

BV/TV (%) 11.05
10.83

19.06
19.47

24.27
23.67

30.46
29.31

60.52
56.11

MV/TV (%) 39.48
43.89

69.54
70.69

75.73
76.33

80.94
80.53

88.95
89.17

BS/TV (1/mm) 0.74
0.70

1.19
1.22

1.43
1.43

1.68
1.65

2.12
2.16

Tb.N (1/mm ) 1.47
1.65

2.73
2.79

2.97
3.01

3.17
3.17

3.57
3.47

Tb.Th (mm) 0.28
0.29

0.31
0.31

0.34
0.33

0.37
0.36

0.68
0.60

Tb.Sp (mm) 0.42
0.45

0.82
0.85

1.05
1.06

1.35
1.32

2.39
2.53

Abbreviations: BMD, bone mineral density; BMD.SD, standard deviation of the
bone mineral density; BS/TV, bone surface by total volume; BV/TV, bone vol-
ume by total volume;MeMD,mineral equivalent marrow density;MV/TV,marrow
volume by total volume; Tb.N, trabecular number; Tb.Sp, separation; Tb.Th,
thickness; TMD, tissue mineral density.

function and sign the signum function. The constants
s2 and Δ2 normalize the signal to zero mean and unit
standard deviation. The constants 𝜆, s1 and Δ1 were
obtained by minimizing the logarithm of the Jarque-Bera
statistic of y, that computes the deviation from normality
based on its skewness and kurtosis. For numerical rea-
sons we restricted 𝜆 ∈ [−20, 20], s1x ∈ [−20, 20], Δ1 ∈
[−20.5,19.5].
The individual normalization constants are shown in

Table 4. While we used 10 microstructural parameters,
their actual intrinsic dimension of information was much
lower: some microstructural parameters (and their
normalized pendants) were mathematically related, for
example, Tb.N, Tb.Th and Tb.Sp were derived from
BV/TV and BS/TV, other variables were correlated for
physical or physiological reasons such as BMD and
BV/TV.Thus,we applied a principal component analysis
to identify and reduce the compound structural infor-
mation to 2 orthogonal eigenvectors that were used
for fine-tuning and to check reliability of the trained
GAN. Figure 3 shows Pearson’s correlations of the
normalized microstructural properties and principal
components of the real dataset. In particular, BMD,
BV/TV, MV/TV and Tb.Sp were highly correlated with
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VIRTUAL BONE MICROSTRUCTURE OF HRpQCT 7

TABLE 4 Individual normalization constants for the 10
microstructural parameters

λ s1 Δ1 s2 Δ2

BMD −0.03 1.12 ⋅ 10−2 1.26 2.90 ⋅ 103 2850.90

BMD.SD 0.21 −8.79 ⋅ 10−2 −19.09 9.87 ⋅ 102 2.57

TMD −13.93 9.21 ⋅ 10−3 −1.30 1.90 ⋅ 104 4.00

MeMD 2.91 2.44 ⋅ 10−2 0.17 1.15 ⋅ 10¹ −6.37

BV/TV −13.17 2.57 ⋅ 100 1.10 1.73 ⋅ 104 5.29

MV/TV −13.18 −2.57 ⋅ 100 3.67 1.73 ⋅ 104 −5.29

BS/TV −6.31 3.27 ⋅ 10−2 1.40 7.36 ⋅ 103 173.69

Tb.N 6.56 3.26 ⋅ 10−1 −0.85 1.92 ⋅ 102 −2.99

Tb.Th 0.27 −4.37 ⋅ 101 −12.97 3.72 ⋅ 103 2.34

Tb.Sp −12.78 5.13 ⋅ 10−1 1.22 1.61 ⋅ 104 6.08

Abbreviations: BMD, bone mineral density; BMD.SD, standard deviation of the
bone mineral density; BS/TV, bone surface by total volume; BV/TV, bone vol-
ume by total volume;MeMD,mineral equivalent marrow density;MV/TV,marrow
volume by total volume; Tb.N, trabecular number; Tb.Sp, separation; Tb.Th,
thickness; TMD, tissue mineral density.
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F IGURE 3 Pearson’s correlation coefficients computed on the
normalized structural parameters (first 10 rows and columns) and the
two principal components. PC 1 is highly correlated with BMD, BV/TV
and MV/TV while PC 2 reflects remaining structural information in
particular of BMD.SD, TMD and BS/TV. BMD, bone mineral density;
BMD.SD, standard deviation of the bone mineral density; BS/TV, bone
surface by total volume; BV/TV, bone volume by total volume;MV/TV,
marrow volume by total volume; TMD, tissue mineral density.

the first principal component, and BMD.SD,TMD,MeMD
and BS/TV with the second principal component.

2.6 Evaluation

Reliability was accessed by analyzing the parameter-
distribution of real and synthetic bone samples, and

by employing 2-dimensional histograms of the princi-
pal components. We used 10,000 real bone patches
from the not augmented training set, and 10,000 ran-
dom synthetic bone samples. Qualitative tests of the
GAN were conducted on real and synthetic samples of
same microstructural properties. Performance of fine-
tuning was demonstrated by varying either principal
components or gestalt. Test of the gestalt-variability
was performed on a set of samples with minimum
structural similarity.

3 RESULTS

Figure 4 shows the normalized density- and cumula-
tive histograms of the 10 microstructural parameters.
Synthetic distributions were similar to the real ones on
all parameters, and particularly on the principal com-
ponents. The normalized features of the real and syn-
thesized data showed high accordance to the standard
normal distribution. Figure 5 shows the joint-distribution
of the two principal components which provides better
insight into the differences between real and artificial
data compared with the 1D histograms from Figure 4.
The two principal components explained 95.73% of the
total variance with 81.47% by the first and 14.26% by
the second component. The first principal component
explained nearly entirely BMD (density) and BV/TV but
there was no clear parameter that was purely aligned
with the second principal component. However, MeMD,
TMD and BMD.SD were those parameters that dif-
fered most from BMD and therefore contained the
highest amount of not densitometry-related information
(Figure 5 right).

Figure 6 shows volume renderings of real and syn-
thesized bone samples generated with a lower and
higher threshold of 160 and 240mg∕cm3 and after
bispline-upsampling to a voxel size of 20.5𝜇m.Figure 6a
shows 25 real bone patches that were selected as
those that contained principal components closest to
[−2,−1,0,1,2]. The principal components of those
patches did not deviate more than 0.025 from their
nominal value except the patch on the right top with
PC = (1.739,1.631) instead of (2,2) since this value
was outside the real distribution. By visually interpreting
the figure, we found that the second principal compo-
nent was related with the porosity and fine-graininess
of the volume.Figure 6b shows synthetic bone samples
that were obtained by fine-tuning 25 different synthetic
bone samples to the same nominal principal compo-
nents as used for the real bone patches. We stopped
optimization at an accuracy of 0.001, except for the
upper-right sample that obtained PC = (1.616,1.315)
instead of (2,2), due to the absence in the train-
ing set. In Figure 6c we first generated the center
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8 VIRTUAL BONE MICROSTRUCTURE OF HRpQCT
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F IGURE 4 First two rows: Normalized histograms and cumulative histograms of all microstructural parameters. The last row shows an
overlay of all normalized parameters (two left boxes) and the principal components (two right boxes). The distributions were generated from
10,000 real and synthesized samples.
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F IGURE 5 Left: Distribution of the principal components of the real and artificial dataset. The boxes show the sample range of Figure 6a–d.
Right: Association of normalized microstructural parameters with the principal components 1 and 2. Principal component 1 reflects mostly BMD
(density) while the second principal component reflects properties most associated with TMD and MeMD. BMD, bone mineral density; TMD,
tissue mineral density; MeMD,mineral equivalent marrow density.

synthetic bone sample with PC = (0, 0) and then mor-
phed this sample by fixing gestalt but varying the
principal components between −1 and 1. The morphed
samples represent versions of the very same bone but
with osteopenia, in a healthy state and with slightly
increased density (PC 1) and meanwhile with varying
porosity (PC 2). This is an example to simulate bone
deterioration or healing by moving smoothly through
the latent space without interrupting gestalt. Figure 6d
shows a set of 25 different synthesized bone sam-
ples that contain the same microstructural parameters

(PC = (0, 0)) with a tolerance of 0.001 but with vary-
ing appearance. This demonstrates the inter-variability
of the GAN to produce different bone structures with
the same structural properties and without collapsing
modes.

4 DISCUSSION

The GAN network was able to generate synthetic
microstructural bone samples with a good visual

 24734209, 0, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16482 by C

ochraneA
rgentina, W

iley O
nline Library on [02/06/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



VIRTUAL BONE MICROSTRUCTURE OF HRpQCT 9

F IGURE 6 Real and synthesized bone samples: (a) sampled real patches with given principal components between -2 and 2. (b)
synthesized bone samples with same principal components as the real patches. (c) Variation of synthesized samples over the range of principal
components -1 and 1 of the center seed. This shows the micro-architectural smoothness of the proposed method. (d) Synthesized samples with
same microstructural properties but generated from different random seeds. This shows the level of entropy to vary visual appearance.
Color-coding depicts the bone density, which is used as an indicator of osteopenia (borderline soft bone), osteoporosis (soft bone) or
osteosclerosis (dense bone).

and statistical match compared with real microstruc-
ture obtained with HRpQCT. In contrast to existing
approaches,our method is the first one that might reach
clinical relevance and that is able to model to a certain
extent pathological conditions. The size of the patches
and voxels were not chosen arbitrarily but presented an
optimum choice for the proposed purpose.
The patch size of 5 mm (32 × 32 × 32 voxels)

might seem small but is sufficiently large to train local
neural networks that deal with the filtering of bone

microstructure.2 Besides being a well manageable size
for the given GAN architecture and the chosen hardware
with a relative small latent code of 32 dimensions it has
an important statistical advantage: the 48 donors were
healthy subjects without osteoporotic or osteosclerotic
conditions. That means, when extracting big patches of
for example, 2 × 2 × 2 cm (1283 voxels), we would
not expect to get bone patches that indicate a patho-
logic condition. In turn, by choosing small patches of
5 mm, the inter-variability of microstructural properties
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10 VIRTUAL BONE MICROSTRUCTURE OF HRpQCT

F IGURE 7 Fourty synthesized patches with size 64 × 64 × 64 voxels that are boxes with edge length of 1 cm and generated by adding an
additional stage to the GAN.Patches were generated by maximizing the gestalt-entropy (difference in appearance). GAN, generative adversarial
network.

(Figure 4 and 6) increases in such a way that we get
not only patches of healthy bone but also those that
have microstructural parameters of pathologic condi-
tions, such as BMD smaller 80 mg∕cm3 or Tb.Sp larger
than 1.5 mm.32 It is important to note that we assume
that an osteoporotic-appearing bone patch could origin
indistinguishably from a healthy or osteoporotic patient.
The reasoning behind this is the degenerative nature of
osteoporosis, that forms a smooth continuum between
healthy and pathological conditions, and the assump-
tion that our microstructural parameters are suited to
determine those bone pathologies. HRpQCT data was
scanned with an isotropic voxel size of 82 𝜇m and an
effective spatial resolution that could resolve a minimum
structure of 142.2 𝜇m.33 By downsampling the HRpQCT
scans to 164 𝜇m - and surpassing 142.2 𝜇m - we
completely removed blur related to the effective spatial
resolution and lowered the noise to a level that practi-
cally rendered them perfect artifact-free representations
of the bones.
We could also increase the sample size to 64 × 64

× 64 voxels (Figure 7). However, since this implied a
reduction of the training set to 3454 samples and an
increase of intrinsic patch-complexity by factor 8, the
performance was not strong enough to allowmicrostruc-
tural fine-tuning. In any case, the larger samples still
serve for the generation of an unlimited dataset that
can be used for the development of bone biomark-
ers, and they also contain more realism than bone
samples generated with competing methods.9,10 The
robust generation of even larger samples than 64 ×
64 × 64 voxels would require significant more training
data, time and computing power. Employing tessella-
tion techniques might be a practical solution to obtain
samples of bigger sizes without conducting additional
scans, but such a method requires the development

of a good modeling of the inter-variability between
tiles.34

The principal motivation for the implementation of our
method was the generation of synthetic ground-truth
data as a basis for an in silico simulation of clinical
CT scans. Clinical CT scanners still contain significant
lower effective spatial resolutions than the one used
here.17 Simulation of clinical CT scans from real or
synthetic HRpQCT data can be done by employing an
image-deterioration method. This method must have
knowledge of the optical transfer function, the noise
power spectrum and some specific noise anisotropy
patterns, we recently developed a prototype of such a
method.1 It is worth to note that the mentioned approach
did not use CT projection sinograms for the clinical
CT deterioration but a scheme of noise- and blur-
imputation on already reconstructed but very sharp and
low-noise HRpQCT baseline data.Similar methods have
been used elsewhere for downgrading CT images.35,36

The pairs of synthetic ground-truth and blurry clini-
cal CT bone samples provide then an infinite synthetic
training dataset with feasibly still enough realism to
train data-driven methods of clinical applications, such
as a convolutional neural network for tissue-specific
noise removal.2 Since the synthetic bone pairs are not
expected to be perfectly realistic, the method requires
still some additional pairs of real HRpQCT and clinical
CT scans to be used for fine-tuning or validation.
Another application is the development and testing

of microstructural parameters such as Tb.Sp.12,29,37 It
is known that accuracy of different Tb.Sp - methods
depends on the local microstructure which might eas-
ily be controlled with the microstructural fine-tuning.
Similarly, new microstructural parameters could directly
be developed on synthetic bone samples using AI. To
study the evolution or degeneration of bone, one might

 24734209, 0, D
ow

nloaded from
 https://aapm

.onlinelibrary.w
iley.com

/doi/10.1002/m
p.16482 by C

ochraneA
rgentina, W

iley O
nline Library on [02/06/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



VIRTUAL BONE MICROSTRUCTURE OF HRpQCT 11

try to make sense of the topology of the latent space.
Briefly, having two synthetic bone samples that are
close in latent space and similar in bone gestalt but
different on microstructural parameters, we can find a
path on the hypersurface in latent space that generates
synthetic bone samples without interrupting gestalt.
This path represents a possible evolution from the first
to the second sample, and if the GAN is adequately
well-formed and we find the correct path, this approach
might allow to simulate a certain kind of bone degen-
eration or the effect of drug treatment. A reasonable
choice of the path is the shortest or direct one which we
evaluated in Figure 6c. For the prototype version of our
method we showed an example of possible microstruc-
tural changes of Residronate and Teriparatide
treatments.19 However, this method requires further
investigation since it is only based on a mathematical
model rather than a model based on biological first
principles.
Robustness and reliability were provided by train-

ing with 10,795 individual bone samples, augmented
by factor 16, and by using a new set of smooth deriv-
able microstructural parameters. An ablation analysis
showed that the distribution of microstructural parame-
ters became only statistically different when using a fifth
or less of the donors (less than 10 donors or 2000 not
augmented bone patches). Hence, training data based
on 48 donors could be considered stable for our pur-
pose.Compared with a former approach,19 we achieved
in this version a better match of microstructural parame-
ters between real and synthetic bone samples (Figure 4
and 5). In particular the new implementations of Tb.Sp
and BS/BV represent an extended quality that allows for
the first time a sufficiently fast computation, as required
for machine learning. The parameter MeMD was orig-
inally intended to differentiate between blood and fat
in the bone marrow but our raw data did not contain
any bone marrow, thus MeMD served here just as an
additional feature to compare real and synthesized sam-
ples but without any specific physical meaning. The
remaining parameters were not affected by the absence
of real bone marrow. Besides the new microstuctural
parameters, we also improved the GAN, the normaliza-
tion technique that is applicable to any microstructural
parameter, and defined a new gestalt-loss that optimally
entangles microstructure and appearance. It is worth to
note that the exact reproduction of a real bone sam-
ple was not met by our method. However, this property
makes the dataset anonymous and independent from
physical data. In future studies, the set of microstruc-
tural parameters could be extended by metrics that
express the porosity or the plate-to-rod ratio,such as the
structural model index or the Hölder exponent11,38 that
might express the second principal component (vertical
dimension in Figure 6).Those parameters must be how-
ever modified first to become derivable and sufficiently
fast for the application in network training.

Synthetic samples generated with a GAN are always
limited to the conditions of the training set. For instance,
our GAN would not necessarily succeed to generate
cervical bone microstructure or samples of the sacrum,
since it was trained only on lumbar samples. Following
the same principle it would not be able to synthesize
degenerated bone with a level of osteoporosis that was
not observable in the training set. Thus, including bone
patches from osteoporotic patients to the training set
would extend the distribution of microstructural param-
eters and could furthermore improve the synthesis of
osteoporotic bone samples.

5 CONCLUSION

We presented a method to generate unlimited realis-
tic training data for 3D bone microstructural analysis.
The proposed algorithm can be easily extended to fur-
ther microstructural parameters. In particular, we were
able not only to generate healthy samples but also
those with specific pathologies, for example, to mimic
to a certain level a cohort with osteoporosis (respecting
the limits of the training samples). To achieve our algo-
rithm,we defined a set of new derivable and GPU-ready
bonemicrostructural parameters,a robust normalization
method based on the Box-Cox transform,and novel loss
terms for the GAN and microstructural fine-tuning.Train-
ing was performed on a real bone dataset of 150 human
vertebrae, scanned with HRpQCT. We discussed pos-
sible applications of the method for the development
of AI-based bone texture classification and noise sup-
pression, testing of microstructural parameters and the
possible simulation of degeneration or evolution of bone
under osteoporosis.
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